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Cloud-based control approach
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Statistics

92% Enterprises Have a Multi-Cloud Strategy in Place

98% of Organizations Experienced a Cloud Security Breach
in Past 18 Months

72% of IT Security Leaders Rank Cloud as Top Digital
Transformation Priority

~90% of Data Breaches Target Servers

96% of Web App Attack-Based Mail Server Compromises
Involve the Cloud
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Google Cloud Security

Communications over the internet to Google public cloud
services are encrypted in transit.

To protect DoS Google Cloud Armor

Identities, users, and services are strongly authenticated.
Access to sensitive data is protected by advanced tools like
phishing-resistant security keys (Titan Security Key).

Data stored on Google infrastructure is automatically
encrypted at rest and distributed for availability and
reliability.



Layers of encryption

Application - Google Cloud Platform services
Platf Database and file storage: protected
el by AES256 or AES128 encryption
Distributed file system: data chunks in
Infrastructure - storage systems protected by AES256
encryption with integrity
- Block storage
Storage devices: protected by
Hardware - - AES256 or AES128 encryption



Data at Google is broken up into encrypted
chunks for storage& Key Hierarchy

Storage

- Data (encrypted with DEK)

- DEK, almost always AES256
(wrapped with KEK)

KMS
- KEK, either AES256 or AES128
(wrapped with KMS master key)

Root KMS
- KMS master key, AES256
(wrapped with Root KMS master key)

Data is uploaded Data is chunked and each chunk Chunks are distributed across Google's
h Root KMS master key distributor to Google is encrypted with its own key storage infrastructure
- Root KMS master key, AES256
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Protecting Data at Rest on Amazon S3 Glacier

e Data at rest stored in Amazon S3 Glacier is
automatically server-side encrypted using 256-bit
Advanced Encryption Standard (AES-256) with

keys maintained by AWS.

 The encryption key is then encrypted itself using
AES-256 with a master key that is stored in a
secure location.

* The master key is rotated on a regular basis.



Protecting Data at Rest on Amazon RDS

INSERT INTO Customers (CustomerFirstName,CustomerLastName) VALUES
(AES_ENCRYPT('John',@key), AES_ENCRYPT('Smith', @key);



Harden the VMs — Google Cloud

Integrity of the VMs will be checked.

Secure Boot

Virtual Trust Platform Module (TPM) - Platform
integrity, Disk encryption, Password protection.

Google Titan Chip (similar to TPM) - securely identify
and authenticate legitimate access at the hardware
level, minimizing the chances of running altered
software.



Harden Your VMs with Shielded Computing
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Integrity of the Data

* One of the problems associated with
outsourcing data to cloud service providers is
the data integrity of outsourced data.

* Data integrity encompasses the
— Completeness
— Correctness and
— Freshness



Merkle Tree
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Databases Handbooks on Database Security



An Example

Table: Employee table

ID | Name | Salary
10 | Alice | 1,000
20 | Bob 2,000
30 | Cindy | 3,000
40 | Dan 4,000
50 | Eva 5,000
60 | Felix | 6,000




Merkle Tree
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Radix Path Identifier

@ | - level of the node
@ 1 - radix base

o f - fanout of the MHT

@ i - index of the pointer

Calculation of Radix Path ldentifier

B I § ==
rpi =



Merkle Hash Tree with Radix Path Identifiers




Properties

o RPls are continuous in nodes, but not continuous among two consec-
utive nodes.

o From an RPI, we can easily find the RPI of its parent pointer based on
the fact that rpiparene €quals to | rpi/rb).

o From the RPl'in a node, we can easily calculate the min and max RPIs
in the node, which are (|rpi/rb|)*ry+ (r, — 1).

o From an RPlin a node, we can easily comute the index i of the pointer
or key in the node, which is rpi mod ry.



Single Authentication Table
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Level Based Authentication Table

Emp_1
Emp.2 (Root) ID | RPI | Hash
110 hash
ID | RPI | Hash
20 | 1 hash
-1 10 hash
30 |1 hash sk Ll
40 | 4 hash
50 | 5 hash
Employee (Leaf Node)
ID | Name | Salary | RPI | Hash
10 | Alice | 1000 |0 hash
20 | Bob 2000 | 3 hash
30 | Cindy | 3000 |9 hash
40 | Dan 4000 12 | hash
50 | Eva 5000 15 | hash
60 | Felix | 6000 | 16 | hash




Multi-Join Query

select a0.RPI as RPIO, a0.hash as hash0, al.RPIl as RPI1, al.hash as
hashl, a2.RPI as RPI2, a2.hash as hash2 from Employee emp

left join Employee a0 on a0.RPI/3 = emp.RPI/3

left join Emp_2 al on al.RPI/3 = emp.RPI/(3*3)

left join Emp_2 a2 on a2.RPI/3 = emp.RPI/(3*3%*3)

where emp.|ID = 40;
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