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\ Proof of work parallel chain architecture for massive ‘rhroughp’
€. itf's a parallel chain Proof of Work architecture that combines .,
- hundreds or thousands of individually mined peer chains info a
~ single network, capable of achieving throughput in excess of 10, OOO i
- transactions per second. E

Peer chains incorporo’re each other's Merkle roofs o enforce a
of the hash rate of each individual chain.
Each chain in the network mines the same cryp’rocurrency". |

can be ftransferred cross-chain via a trustless, ’rwo v,r-f"
- Payment Verification (SPV).
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TERNATIVE APPROACHES

~ PROOF OF STAKE
IGHTNING NETWORK



. xor’ricipon’rs in a fransaction need to stake funds in order o )
to different regulo’rory controls in financial markets. o

'LIGHTNING NETWORK

~ The idea of Payment Channels protocols is to break down a transaction into a
series of smaller payments executed through a channel.

payments (or commitments) between a specified set of actors, with the ability ’ro‘ ..
net out the payments on the main network at any fime. :
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1) Cross-chain cryptocurrency transfers via on chain SPV.

, 2) Parallel-chain binding at hashing level via peer chain Merkle root
~Inclusion. B

i



ckc:hom without downloading entire blockchain.

|t only downloads block headers which are much smaller than full
blocks. For verification , SPV client request proof of inclusion in form
of Merkle branch.
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/es coin by deleting it in an account on one chain and creating it i"'
ount on other.

'3. 1 - Delete: User signs and publishes transaction, calling cx — delete with arguments A
(delete account on 1), Y (create chain), B (create accounf on 2), Q (transfer quantity). cx -
- d eleie performs the foIIowmg

- (b) Enforce sufficient funds to delete Q in A.
(c) Delete Q from A.
(d) Receipt records X, Y, B, Q, T (fransaction ID) in protocol-reserved fields.

2. Chain Y - Create: Anybody publishes transaction, calling cx — create with SPV proof and
receipt of deletion transaction on chain 1. cx - create performs the following:

(a) Validate SPV proof of deletion transaction, recovering X, Y, B, Q, T from receipt.
(b) Enforce unique usage of (T, X).

. ~ (c) Enforce Y identifies to this chain, and B is a valid account on chain.
~(d) Create Qin B.






I’r allows a given chain to validate that its peer chains ore'
maln’romlng a consw’ren’r fork by Ioco’rlng its own previous Merkle



traditional blockchain, where there is only one chain, each
must only reference the header of its previous block. )

-
In Chain web, each parallel blockchain must additionally reference

)
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The peer headers found in that block’s header are committed o a
storage location available to the application layer.

Users can construct a Merkle proof between any two chains that
- covers, af most, a one less than diameter number of cross-chain
~ hops, as the last hop is available via query in the application It



1S e groph Is used to structure the interaction of chcun ir
and can be thought of as the instructions for how to bra d fl h
s fogether. |

2

Parameters :-
‘ 14
Order

Degree

Edges

Diameter




Header; y—,
Header; y_,

Peers { Headery y_;
Headergy_;

Header; y_1 —

( Headersy_;
Header; y_,
Peers {Headersy_,

| Headergy-—,
H eaderChain=1,Layer=N =2 (

Header; y_; - |

Headery -,
Headery y_,

Peers { Header, y_;
! Headergy—,

Peers { Headeryy_; = 1

Headerg -,
Header, y_,

Peers { Header; y—,
1 Header;oy_,

Headergy_, -

Figure 1: Petersen Graph (Order 10, Degree 3, Diameter 2) Figure 2: Propagation of header references
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5, The increase in attack-resistance offered by the multiple chain architecture also significantly
~ lowers the requwed per-chain hash rate, while the use of hash rate to support additional
chains serves to increase throughput and utilization, not just security.

Layers are formed by the mining of individual chains wherein each chain, being a peer, has
the same difficulty level. On average each chain receives the same fraction of total
network hash rate, as this allocation is the equilibrium of individual miners selfishly attempting
to minimize mining duplicates (both personal and network) and thus waste.

Confirmation latency is decreased

Mining a chain depends on the progress of its peers and thus, from fime to time, the
production of the next block in a given chain will stall. In such an instant, the global hash
rate naturally pools toward that chain, mcreosmg its speed of advancement and allowing it -
to catch up. It is in the best interests of any miner to allocate mining resources at a .
per-chain level in a manner that keeps the rate of new block production for every chq
even as possible.

“ sﬂess (decenirallzed)
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