
DCT-SwinGAN: Leveraging DCT and Swin
Transformer for Face Synthesis from Sketch and

Thermal Domains

Haresh Kumar Kotadiya, Satish Kumar Singh, Shiv Ram Dubey, and
Nand Kumar Yadav

info.hareshkotadiya@gmail.com, sk.singh@iiita.ac.in,
srdubey@iiita.ac.in, pis2016004@iiita.ac.in

Computer Vision and Biometrics Lab (CVBL),
Indian Institute of Information Technology, Allahabad

Abstract. Face generation remains a crucial task owing to its applica-
tions in crime investigation, entertainment, etc. Sketch to face synthesis
is an important task accomplished using Generative Adversarial Network
(GAN) models. The generator of the GAN is usually designed using Con-
volutional Neural Networks (CNNs). GANs are able to deliver promising
outcomes in some cases, but fail in others. Owing to the local nature of
CNN, it is unable to keep track of long range dependencies, limiting the
model to local information and delivering underwhelming results. How-
ever, recently developed Transformers encode the global context with
long range dependencies. Swin Transformer is designed to be suitable for
the images with promising performance on several vision tasks. We uti-
lize the Swin Transformer along with Discrete Cosine Transform (DCT)
in GAN framework and propose DCT-SwinGAN for face synthesis from
sketch and thermal domains. DCT-SwinGAN comprises a multi scale
discriminator paired with a generator comprising an attention module,
DCT ResNet Convolution, Deconv decoder, and Swin Transformer. The
proposed model captures not only local but also global information to
generate realistic face images. The generated model outperforms the ex-
isting state-of-the-art models on CUHK sketch-to-face and the WHU-IIP
thermal-to-face datasets.

Keywords: Face Synthesis · Sketch · Thermal · GAN · DCT · Swin
Transformer · Multi Scale Discriminator · Image Translation.

1 Introduction

In the area of image processing and computer vision generating new images
brings in a lot of new challenges. It is a cross-domain task that has multiple use
cases including image-to-image translation, facial recognition, image synthesis,
etc. The image to image translation is one such use case of image generation
tasks. The problem at hand is the sketch and thermal to visible image trans-
lation. The solution to this problem is inspired by language translation and
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Fig. 1. Generative Adversarial Network. Facial sketches and facial images are taken
from CUHK Dataset [17].

presents deep learning models. Obtaining a labeled data-set is not always possi-
ble as data labeling is quite expensive ruling out supervised learning methods.
In unsupervised learning, a Generative Adversarial Network (GAN) [1] is used
to generate new images using Convolutional Neural Network (CNN) [30]. GAN
comprises two neural networks as shown in Fig. 1. The first neural network is
the generator, which takes input from the latent space of training data distribu-
tion. The generator picks random points to generate fake images. The generator
and discriminator network plays the mini-max game. The discriminator tries to
label the output as fake and gives the feedback through back-propagation. By
following adversarial training, the generator generates the realistic images and
the discriminator accepts the fake image as a real one.

CNN fails to generate the good-quality images owing to the fact that it is not
able to catch long-term dependencies in the images. Self-attention [7] modules
can be used to overcome the problem of CNN. The main purpose of the attention
module in the generator model for the image synthesis task is to concentrate on
important features and details of the input images. A sketch image has fewer
details as compared to colored images owing to the change in focus on the edge of
the sketch for generating a high-quality result. Self-attention module is capable of
capturing long-range dependencies but for higher quality images and to capture
global dependency Transformer models can be used.

The Transformer model [3] is inspired by natural language processing and
suitable for capturing sequential details hence ideal for capturing global depen-
dencies in images. In recent years, Transformers have been very actively utilized
for vision tasks [31]. Transformer [7] consists of an encoder and a decoder. Trans-
former leverages a self-attention module to capture long range dependencies as
well as global dependencies in images. With all the advantages that the Trans-
former brings in, the computation complexity is also quite significant in com-
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parison to the GAN model. To decrease the computational complexity Shifted
Window (Swin) Transformer [16] is used. It works by hierarchically merging
patches neighboring to each other as one goes deeper into a Transformer model.
Thus. the complexity becomes linear corresponding to the size of feature maps.

The contributions of the proposed work are:

– In this paper, a novel combination of DCT Convolution and Swin Trans-
former is exploited in the generator architecture of the proposed DCT-
SwinGAN. A multi-scale discriminator is utilized to train the generator
model.

– The proposed model better encodes the global relationship in images as
compared to the existing GAN models and leads to improved visual quality,
accurately representing the input image with enhanced details and texture.

– The proposed model is validated using two datasets, namely the CUHK
sketch-to-face and WHU-IIP thermal-to-face dataset with improved results.
The analysis of loss functions is also performed to justify the used losses.

2 Related Work

GAN [1] uses mini-max optimization between the generator and discriminator
networks for image synthesis from random noise in a given distribution. The
GAN is also utilized for image-to-image translation in Pix2Pix [20] by considering
the generator as an encoder-decoder structure which takes an image in source
modality as the input and produces an image in target domain as the output. The
ConditionalGAN [8] explicitly provides a condition with the standard input to
generate output with a given input condition. The CycleGAN [9] utilizes a cyclic
consistency adversarial network model for unpaired image-to-image translation
as it is not always possible to have paired data input. CycleGAN uses a cycle
consistency loss to train the model. The Identity-aware CycleGAN [11] utilizes
the CycleGAN model face photo-sketch synthesis and recognition. Similar to
CycleGAN, a DualGAN model [13] also utilizes the image translation in both
directions, i.e., source domain to target domain and vice-versa have proposed a
novel architecture that is the DualGAN model. The DualGAN is different from
the CycleGAN in terms of the construction loss.

Kancharagunta et al. [5] developed a cyclic-synthesized generative adversarial
network (CSGAN) using the CycleGAN framework [9]. CSGAN uses the cyclic
synthesized loss to generate more realistic images. Kancharagunta et al. have
also exploited the perceptual loss in PCSGAN [24]. A composition-aided GAN
architecture is proposed in [12] for face photo–sketch synthesis by exploiting the
compositional reconstruction loss. Coupled generative adversarial networks [15]
have the ability to understand the pattern that humans can not understand or
learn directly. In image synthesis using GANs, the generator using CNNs only
captures the local information of the images leaving out long-range dependencies
leading to the generation of poor-quality images.

The self-attention [3] mechanism has been extensively exploited for sev-
eral tasks, including vision applications. Several attention-guided GANs have
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been proposed for image synthesis [26], [27], [14], [22]. The GAN with cycle-
synthesized attention is exploited in CSA-GAN model for image synthesis [26].
CSA-GAN is trained in a cyclic manner with the cycle consistency loss. To nar-
row the learning in the attention direction cycle synthesis objectives are used. In
TVA-GAN [27], attention-guided synthesis is utilized to convert thermal pictures
into visible images. TVA-GAN exploits the recurrent inception block with an at-
tention mechanism to learn the local and focused sparse structure. The attention
module utilizes the spatial attention maps and important regions’ information
from the image in [14]. A self-attention GAN is proposed in [22] by preserving
the global dependencies through the dissimilarity among different pixels in an
image, i.e., spatial locations. Though the attention mechanism is exploited with
GANs for image synthesis, the performance is still limited due to the CNN based
networks.

Recent methods try to explore the Transformer based GANs for image syn-
thesis. CNN fails in capturing the structural and global details of the input. The
Vision Transformer (ViT) model [10] works on images by dividing the image
into patches which are considered as the tokens. ViT captures the long-range
dependencies with outstanding performance, but fails to handle the low-level
vision tasks. Global and local self-attention is exploited in [7] for face photo-
sketch synthesis. The ViT model is improved to Swin Transformer in [16] with
the help of shifted windows. The Swin Transformer is utilized with Fast Fourier
Transform (FFT) in GAN framework [25] to capture the local and global depen-
dencies in the images for face photo-sketch synthesis. In this paper, we utilize
the Swin Transformer with Discrete Cosine Transform in GAN framework for
sketch/thermal face to visible face synthesis.

3 Proposed DCT-SwinGAN Model

In this paper, we propose a Swin Transformer and DCT based GAN model which
performs sketch/thermal face to visible face synthesis as depicted in Fig. 2. From
the given input sketch image let’s say x, and we have to generate G(x) using
the generator. Here, we use the paired dataset which contains the ground truth
images and the corresponding input sketch/thermal images. Discriminator net-
work helps in generating more realistic images by differentiating between ground
truth and generated images. The generator is a combination of an improved at-
tention block, Discrete Cosine Transform (DCT) ResNet convolution network,
Swin Transformer block in the deconvolution layer, and a deconvolutional de-
coder block.

If the input sketch/thermal image has insufficient information, then the re-
sultant image will be blurry or noisy and we will get artifacts in our resultant
image. So, we add the attention block to the generator, which resolves this is-
sue and generates the spatial attention map containing the information of input
features. In image synthesis, capturing the global contexts of the input plays a
very important role. However, CNN fails in capturing long-range dependencies
in images and hence generates poor-quality images. The input image, i.e., the
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Fig. 2. Proposed Network for Image synthesis. The dimension of the image and sketch
image is 256 × 256. Main blocks of architecture are attention module, DCT ResNet
module for encoder and Swin Transformer in decoder. To obtain an optimal SSIM
Score dimension of output image has been converted to the power of two.

sketch/thermal data, holds global structure and information that are essential
for generating the resulting image. DCT convolution is crucial for capturing long-
range context. DCT block can capture the global and local context of the image
by converting the input into the frequency domain from the spatial domain. The
spatial domain is converted into the frequency domain, as the frequency domain
is able to work with more global domains in comparison to the spatial domain
to get optimal results. Also, the frequency domain removes the noisy frequency
elements from the data.

Due to the failure of CNN to capture long-term dependencies, one solution for
that to exploit the Transformer network. However, the computational complex-
ity of traditional Transformers is too high. Instead, we use the Swin Transformer
[16], which splits the image into non overlapping windows, restricting the self
attention computation to that part only, unlike a traditional Transformer. In
the network, sometimes there is a chance of vanishing gradient. Introducing the
deconv decoder, it is fed with the input by the preceding convolution part and
generates the synthesized image. It further calculates the loss for intermediate
feature maps. In the network, we use skip connections for preserving the feature
information and stabilize the training network. We use a multi-scale discrimi-
nator for distinguishing between ground truth and generated images. Also, dis-
criminator’s output influence the SSIM score. When we make the discriminator’s
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output power of two then it aligns with the image resolution and leads to better
SSIM score as the generated and ground truth images match the resolution.

The optimization of a GAN model is driven by the loss function used in the
training of the model and for the generation of efficient results. A GAN model
comprises of a generator and discriminator networks entwined with each other
to minimize their respective loss functions for optimal results. Following are the
different losses used to train the proposed model:
Adversarial Loss (AL): Adversarial loss is one of the foundational compo-
nents of the GAN model [1]. GAN follows the adversarial training in which both
the components of the GAN model, i.e., generator (G) and discriminator (D)
work like competitors. Adversarial loss is calculated between the generator and
discriminator network as,

Lminmax min
G

max
D

= Ex∼pdata(x)[logD(x)] + Ez∼pz(z)[1− logD(G(z))]. (1)

Feature Matching Loss (FML): The generator network is optimized to gen-
erate the output images aligned with the target distribution and fool the dis-
criminator simultaneously using the feature matching loss [18]. This results in
generating images of high perceptible quality and leads to the stabilization of
GAN. The goal of feature matching loss is to diminish the loss in terms of av-
erage feature representation of the ground truth and generated images. Feature
matching loss is given as,

Lfeature =
∥∥Ex∼pdata

f(x)− Ez∼pz(z)f(G(z))
∥∥2
2

(2)

where, f(x) represents the feature vector obtained from a specific layer of the
discriminator network for an input x and f(G(z)) represents the feature vector
obtained from the same layer for a generated sample G(z).
Perceptual Loss (VPL): Perceptual loss [19] aids in improving the visual
quality of the images and calculated using the feature maps of intermediate
layers of the network. The loss is calculated by comparing the feature map of
input and output images. The generator tries to generate images that match the
high level perceptual features of the input images. The perceptual loss is given
as,

LPerceptual =
∑
i

wi
∗d(F (r), F (g)) (3)

where F (r) and F (g) are the feature maps of VGG model for reference and
generated images and wi is the weight for ith layer.
Decoder Loss (DL): Decoder loss is calculated between the real image and
intermediate generated image from the deconv decoder. Mathematically, decoder
loss is represented as a reconstruction loss [21] which is often represented using
a distance or dissimilarity metric as,

Ldecoder =
1

n

n∑
i=1

(xi −G(z)i)
2. (4)
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Fig. 3. Sample paired images of 256×256 dimension. From left to right: CUHK Sketch
Face, CUHK Visible Face, WHU-IIP Thermal Face and WHU-IIP Visible Face images.

The discriminator and the generator are the two primary parts of GANs.
While the discriminator tries to tell the difference between genuine and created
images, the generator seeks to produce realistic images. The training procedure
becomes more stable by including the relevant losses, such as adversarial loss,
perceptual loss, feature matching loss, and decoder loss. The various losses pro-
vide the generator supplementary information that aids in directing it to create
high-quality images.

4 Experimental Results

4.1 Experimental Settings

For the validation of the generated model, the CUHK Sketch-to-Face synthesis
dataset is exploited [17]. It consists of 188 image pairs. This dataset is widely
used amongst researchers for image translation and synthesis. The size of each
of the images is 200×250 pixels which have been resized to 256×256 dimensions
images. The proposed model is also validated using a Thermal-to-Visible dataset,
i.e., WHU-IIP [28]. The sample images of the dataset are shown in Fig. 3.

The proposed model is trained by Adam optimizer with β1 = 0.5 and β2 =
0.999, respectively in the PyTorch framework. The batch size is used as 2. The
training is performed using a Nvidia GTX 1080TI GPU. The proposed DCT-
SwinGAN model is compared with various state-of-the-art (SOTA) image-to-
image translation models, including Pix2pix [20], CycleGAN [9], DualGAN [13],
CSGAN [5], AGGAN [14], Sketch2PhotoGAN [25], AttentionGAN [22], CT-
GAN [23], CTIAGAN [23], and PCSGAN [24]. The structural similarity index
(SSIM) score is used to evaluate the model. SSIM calculates the similarity gap
between the ground truth and generated images. SSIM score takes into con-
sideration a few parameters while comparing the images, i.e., contrast variance,
luminance of parts of the data, and most importantly, the structure of the image.
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Fig. 4. Comparisons of SSIM score of various SOTA methods on CUHK face dataset.
A higher value of the SSIM score is nearer to the ground truth images

Fig. 5. Comparisons of SSIM score of various SOTA methods on WHU-IIP dataset. A
higher value of the SSIM score is nearer to the ground truth images
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4.2 Result Analysis

In Fig. 4, a comparison chart corresponding to the CUHK Face dataset is pre-
sented. It contains the SSIM scores of the various aforementioned SOTA methods
in comparison to the proposed model. In comparison to our model, the percent-
age change in SSIM scores is 10.85%, 11.60%, 12.18%, 3.34%, 2.03%, 14.95%,
11.13%, 3.37%, and 4.98% less for Pix2pix, CycleGAN, DualGAN, CSGAN,
Sketch2PhotoGAN, AGGAN, AttentionGAN, CTGAN and CTIAGAN, respec-
tively. It is clear that DCT-SwinGAN model notably outperforms other GAN
approaches for sketch-to-face synthesis.

In order to test the dataset generalization ability of the DCT-SwinGAN, we
also validate the results for thermal-to-face synthesis. Fig. 5 presents the compar-
ison chart of SSIM scores in correspondence to the WHU-IIP dataset. In compar-
ison to our model, the percentage change in SSIM scores is 9.53%, 11.50%, 0.35%,
10.77%, 3.44%, 13.75%, 32.60% less for Pix2pix, CycleGAN, Sketch2PhotoGAN,
DualGAN, PCSGAN, AGGAN, AttentionGAN, respectively. It noticed that the
proposed model is also able to outperform the existing GAN models for thermal-
to-face image synthesis.

Fig. 6 depicts the qualitative results in terms of the generated face images
using the proposed DCT-SwinGAN model. The left half of the figure contains the
sketch image, synthesized image, and ground truth image corresponding for the
samples taken from the CUHK dataset. It can be stated that the generated image
is quite similar to the ground truth image with a very minute difference in color.
The right half of the figure contains the thermal input image, the synthesized
image, and the ground truth image for the sample images taken from WHU-IIP
dataset. The ground truth image and the synthesized image look structurally
similar, leading to the good SSIM score. The generated image is softer and
missing details like the shape of eyebrows and facial wrinkles, which don’t create
much difference optically in thermal images.

Fig. 6. From left to right: CUHK Face dataset result and WHU-IIP dataset result.



10 H. Kotadiya et al.

Table 1. Comparison of various losses on CUHK and WHU-IIP datasets.

Losses SSIM on CUHK SSIM on WHU-IIP
AL 0.6198 0.7179
AL + FML 0.6843 0.8299
AL + FML + VPL 0.6961 0.8391
AL + FML + VPL + DL 0.7116 0.8444

4.3 Loss Ablation Study

We have used the adversarial loss (AL), feature matching loss (FML), VGG per-
ceptual loss (VPL), and decoder loss (DL) to create the best quality images for
the corresponding input sketch or thermal face images. Table 1 shows the effect of
different combination of losses used to train the proposed DCT-SwinGAN model
in terms of the SSIM scores generated for the CUHK and WHU-IIP datasets.
Initially, we use only adversarial loss, which gives an SSIM score of 61.98%
on CUHK dataset, which is much lower than the SSIM score of the proposed
model. Then feature matching loss is added to the objective function, increas-
ing the SSIM score by 6.45%. To further improve the training, VGG perceptual
loss is added leading to an increase in the SSIM score by 1.18%. Lastly, when
decoder loss is added to the objective function, the SSIM score is increased by
1.55%, making it to 71.16% on CUHK dataset. Similarily on WHU-IIP dataset,
we use only adversarial loss, which gives an SSIM score of 71.79%, which is much
lower than the SSIM score of the proposed model. Then feature matching loss is
added to the objective function, increasing the SSIM score by 11.2%. Next, VGG
perceptual loss is added which leads to increase in the SSIM score by another
0.92%. Lastly, decoder loss increases the SSIM score by another 0.53%, making
it to 84.44% on WHU-IIP dataset. It is noticed that the best performance is
achieved on both the datasets when all four losses are combined in the final
objective function. Thus, it can be stated that due to the use of multiple losses,
DCT and Transformer model, the proposed DCT-SwinGAN model outperforms
the SOTA GAN models for sketch/thermal face to visible face synthesis.

5 Conclusion

In this paper, the Swin Transformer is utilized with DCT convolution in GAN
framework (i.e., DCT-SwinGAN) for face synthesis from sketch and thermal
domains. The proposed model integrates attention block, DCT ResNet convo-
lution block, deconv decoder, and Swin Transformer based decoder block in
generator for capturing local as well as global information and a multi-scale dis-
criminator. The DCT-SwinGAN is validated on two benchmark face synthesis
datasets, namely the CUHK sketch-to-face dataset and the WHU-IIP thermal-
to-face dataset. The proposed model outperforms the existing models in terms
of the SSIM score on both the datasets. The analysis on different losses is also
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presented which justifies the use of adversarial, feature matching, VGG percep-
tual and decoder losses in the objective function. Overall, the proposed model is
able to generate high-quality and realistic faces from sketch and thermal faces.
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