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Abstract

This paper proposes an Information Bottleneck theory based filter pruning method that uses a statistical measure called Mutual
Information (MI). The MI between filters and class labels, also called Relevance, is computed using the filter’s activation maps and
the annotations. The filters having High Relevance (HRel) are considered to be more important. Consequently, the least important
filters, which have lower Mutual Information with the class labels, are pruned. Unlike the existing MI based pruning methods,
the proposed method determines the significance of the filters purely based on their corresponding activation map’s relationship
with the class labels. Architectures such as LeNet-5, VGG-16, ResNet-56, ResNet-110 and ResNet-50 are utilized to demonstrate
the efficacy of the proposed pruning method over MNIST, CIFAR-10 and ImageNet datasets. The proposed method shows the
state-of-the-art pruning results for LeNet-5, VGG-16, ResNet-56, ResNet-110 and ResNet-50 architectures. In the experiments, we
prune 97.98 %, 84.85 %, 76.89%, 76.95%, and 63.99% of Floating Point Operation (FLOP)s from LeNet-5, VGG-16, ResNet-56,
ResNet-110, and ResNet-50 respectively. The proposed HRel pruning method outperforms recent state-of-the-art filter pruning
methods. Even after pruning the filters from convolutional layers of LeNet-5 drastically (i.e., from 20, 50 to 2, 3, respectively),
only a small accuracy drop of 0.52% is observed. Notably, for VGG-16, 94.98% parameters are reduced, only with a drop of 0.36%
in top-1 accuracy. ResNet-50 has shown a 1.17% drop in the top-5 accuracy after pruning 66.42% of the FLOPs. In addition to
pruning, the Information Plane dynamics of Information Bottleneck theory is analyzed for various Convolutional Neural Network
architectures with the effect of pruning. The code is available at https://github.com/sarvanichinthapalli/HRel.
This paper is published by Neural Networks, Elsevier. The final paper is available at:
https://www.sciencedirect.com/science/article/pii/S0893608021004962.

1. Introduction

Deep Convolutional Neural Networks (CNN) are being used
to provide successful and reliable solutions in various domains
[2, 9, 15, 51, 52, 64]. In the applications of deep neural net-
works, the requirement for higher memory and power consump-
tion hinders their deployment on low-end devices such as mo-
biles, drones. Hence, it is necessary to decrease energy con-
sumption and memory footprint. To solve it, two types of meth-
ods have been found in literature, namely network compression
and Neural Architecture Search (NAS).

Network compression is an area that accelerates the infer-
ence by reducing the Floating Point Operations (FLOPs) and
decreases the memory requirement by pruning trainable param-
eters using various techniques. Network compression can be
performed by different techniques such as network quantiza-
tion, knowledge distillation, low-rank factorization and network
pruning. Network quantization reduces the number of bits re-
quired to represent the weights [69]. Binarization is an extreme
case of this, where only 1 bit is used for representing weights
[10, 11]. In knowledge distillation methods, a larger teacher
model transfers its knowledge to a computationally less expen-
sive student model [27, 53]. Low-rank factorization methods

aim at reducing the computational requirement by representing
the convolution weight matrix as a product of low-rank matrices
[29]. Network (Parameter) pruning methods, prune the filters in
two different ways, i.e., weight pruning [21, 36] and filter prun-
ing [40, 60]. In weight pruning, the least important weights
across the network are pruned. Therefore, only a few weights
of the filters are pruned by weight pruning methods. Special
hardware libraries are required to accelerate the network com-
pressed by the weight pruning method. On the other hand, filter
pruning methods prune the complete filter and do not require
the support of any special hardware and libraries. Hence, they
are widely used in the research community in recent years.

NAS based compression techniques [14, 19, 41, 44, 61, 71]
are focused on finding the compact structure of neural network
architecture, rather than using a criteria for computing the im-
portance of convolutional filters. NAS methods include chan-
nel configuration i.e., number of channels in each layer into the
search space. Thereby the best channel configuration under var-
ious computational budgets (eg. FLOPS) is selected with less
human interference.

This paper is focused on filter pruning methods which are
broadly classified into two types, namely, Data free - which use
the weight matrices of filters [3, 5, 23, 24, 25, 26, 39, 43, 59, 60,
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Figure 1: Information Plane dynamics of LeNet-5 architecture trained on
MNIST dataset for 20 epochs. The layers are represented with different col-
ors and saturation of each color indicates the progress of training.

65, 66] and Data driven - which use the activation maps gener-
ated by the respective filters [1, 13, 16, 28, 31, 37, 40, 45, 46].
A primitive data free filter pruning approach is proposed by Li
et al. [39] that uses the filter’s `1 norm to determine the signifi-
cance of filters. The filters with the least `1 norm are considered
to be less important and pruned from the model.The correlation
measure between the filters is used to identify and prune the re-
dundant filters [59, 65]. Singh et al. [60] employed a custom
regularizer based on an orthogonality constraint such that the
remaining filters after pruning based on `1 norm were indepen-
dent and designed a mechanism to transfer the knowledge from
the filters to be pruned to the remaining filters. Ayinde et al.
[3] pruned the redundant filters based on the relative cosine dis-
tance among the filters. In the data driven category, Hu et al.
[28] proposed a filter pruning method that prunes filters hav-
ing a greater average number of zeroes in their activations. Lin
et al. [40] pruned filters based on the rank of their respective
activation maps. The rank of a matrix gives the maximum num-
ber of linearly independent column vectors. Both [28, 40] have
identified the significance of filters directly from their activa-
tion maps without considering the class labels (ground truths).
Jordao et al. [31] pruned filters by considering the linear rela-
tionship between filters and class labels. In data-free methods,
it is difficult to capture the amount of relevant information re-
trieved by a filter about the class labels. Only in data-driven
methods, the relation between transformed input (the input af-
ter applying non-linear transformations) at each hidden layer
and the ground truth can be captured by an information the-
oretic quantity called Mutual Information (MI). MI can cap-
ture both linear and non-linear relationships. The pruning tech-
niques [1, 13, 16, 37] which use Mutual Information for their
filter pruning criteria are data-driven methods.

Using Mutual Information measure, Tishby et al. proposed
Information Bottleneck (IB) theory [63] and applied it in the
context of neural networks [56]. IB theory analyzes the learn-
ing of a neural network using the network’s Information Plane
(each hidden layer’s MI with input and true class labels plotted
on X-axis and Y-axis respectively) during the training as shown
in Fig. 1. From the Information Plane (IP) dynamics of IB the-
ory, each hidden layer’s MI with input and class labels increase
gradually and saturate during the training.

This paper proposes a data-driven filter pruning technique for
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Figure 2: Illustration of complete pruning process: The original heavy model
is initially trained before pruning. The pruning starts by selecting filters that
are least important, followed by a retrain step. The process of pruning and
retraining continues till the desired pruning limit is achieved.

neural network classifiers based on IB theory which defines the
significance of filters using their Relevance. The filters with
the least Relevance from each layer are pruned iteratively. The
overall pruning process is depicted in Fig. 2. Among the other
existing methods that use MI for defining filter’s importance,
only the method [1] observes the significance of individual neu-
rons purely based on their Relevance. However, only fully con-
nected and smaller neural networks are pruned by this strategy.
Contrary to the method [1], our method can prune filters of con-
volutional layers in deeper architectures like VGG-16, ResNet-
56, ResNet-110 and ResNet-50. The proposed method also re-
lies on a non-parametric estimator [67] that is more stable than
the binning method used in [1] for the estimation of MI.
Our contributions are summarized as follows:

• Based on the IB theory, MI between filter’s activation
maps and class labels is proposed as the criterion to de-
cide the filter’s importance.

• The Information Plane dynamics of IB theory is shown
along with the effect of pruning, which justifies the pro-
posed filter selection criterion for pruning.

• Extensive experiments show the efficacy of the proposed
approach, with a considerable improvement over the re-
cent state-of-the-art methods [3, 5, 13, 14, 16, 23, 24, 25,
31, 37, 39, 40, 41, 42, 44, 59, 60, 61].

The rest of the article is organized as follows- Section 2 re-
views the background of IB theory and MI estimation by in-
vestigating the limitations in the prior art. Section 3 discusses
proposed HRel method. Section 4 illustrates the experimental
results and Section 5 concludes with the future directions.

2. Related Works

This section discusses the significance of Information Plane
(IP) dynamics in IB theory, limitations of the methods for MI
estimation, and the limitations of the existing works that used
MI for pruning.

In IB theory [56], the learning process of neural networks is
analyzed using the IP dynamics. During the training of neural
networks, two quantities, MI of every hidden layer h with input
X represented as I(X; h) and MI of every hidden layer h with
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label Y represented as I(h; Y), keep increasing. At a point dur-
ing training, the quantity I(X; h) starts decreasing, while I(h; Y)
continues to increase as shown in Fig. 1. This is called as com-
pression phase [56]. However, both the quantities settle at a
value and do not change on further training of the neural net-
work. There are conflicting views [4, 18, 55] and supporting
views [8, 30, 49] regarding the existence of the compression
phase. The proposed method selects filters using MI between
their activation maps and class labels for pruning based on IB
theory.

MI estimation plays an important role in IB theory, and sev-
eral works based on IB theory [6, 18, 55, 56] use different MI
estimation methods. MI calculation in deep neural networks
requires the joint and marginal probabilities of high dimen-
sional variables, which are difficult to compute. Hence vari-
ous non-parametric estimators [6, 32, 33, 38, 49, 67, 70] have
been proposed. The basic method uses binning [50] to esti-
mate MI, where the neurons’ outputs are discretized. However,
the binning estimate highly depends on the bin size. The non-
parametric estimators based on K-Nearest Neighbours [33], and
kernel density estimation [32, 38] were being widely used be-
fore Mutual Information Neural Estimation (MINE) [6], which
solved the problem of scaling with the sample size and dimen-
sion. An Rényi’s alpha entropy estimator [67] has been pro-
posed using the matrices or tensors, which are basic entities
in deep learning. It has also shown the IP dynamics on larger
architecture (from the perspective of MI estimation) like VGG-
16. The proposed HRel method uses matrix based Rényi’s al-
pha entropy estimator [67] for MI estimation.

In MI based filter pruning methods, Dai et al. [13] used an
upper bound of Relevance as a part of the loss function. With
this modified loss function, MI between every hidden layer and
the corresponding class labels increases, and MI between the
consecutive layers decreases. Ganesh et al. [16] pruned the
filters in a hidden layer with lower Mutual Information with
all the other filters of the subsequent layer. Amjad et al. [1]
have shown that in fully connected neural networks, MI be-
tween neurons in hidden layers and the corresponding class la-
bels is a good selector for layer-wise neuron importance. Min et
al. [46] used the entropy of activations conditioned on the loss
as a criterion for filter’s significance. The filters with higher
conditional entropy, which implies a lower MI, are pruned. Re-
cently, Lee et al. [37] utilized gradients of MI between the acti-
vation maps of BatchNorm layers and final score vectors to the
scaling factor of Batch-Normalization during back propagation
to decide the filter’s importance. The network architecture is
augmented with an MI-subnet, which is responsible for the MI
estimation.

Compared to the existing methods, the proposed HRel
method captures MI between filters and class labels (i.e., Rele-
vance) using a matrix based estimator [67] and uses it for filter
pruning criterion. To the best of our knowledge, effect of prun-
ing on Information plane of various CNNs is analyzed for the
first time. Also, the HRel method is not employing additional
architecture or changes in the loss function, unlike the MI based
filter pruning methods [13, 37].

3. Proposed HRel Pruning Approach

In this section, we propose an HRel filter pruning approach
for convolutional neural networks. The filters are pruned de-
pending on their Relevance in corresponding hidden layers.
The Relevance criterion is chosen based on the IB theory us-
ing the Mutual Information metric. This section describes the
basic definitions and notations, computation of the Relevance
followed by steps of filter pruning.

3.1. Basic Definitions and Notations
Mutual Information (MI) between two random variables U,

V i.e., I(U; V) quantifies the amount of information that can
be inferred about a random variable U by observing the other
random variable V or vice versa, which is expressed as

I(U; V) = H(U) + H(V) − H(U,V) (1)

where H(U) and H(V) denote entropy [12], H(U,V) denotes
joint entropy [12].

Assume a CNN model having c convolutional layers, in
which Li is the ith convolutional layer. The filters of a convo-
lutional layer Li can be represented as FLi = { fi,1, fi,2, ...., fi,ni},
where ni is the number of filters in layer Li, fi, j ∈ Rni−1×di×di , di

is the kernel size and ni−1 is the number of channels in each fil-
ter which is same as the depth of the activation input. Suppose
there are m mini-batches of input for training the network. For
the kth mini-batch, the activation maps of filters from ith hid-
den layer is denoted by Ak

i = {Ak
i,1, Ak

i,2,.... Ak
i,ni
} ∈ Rni×s×hi×wi ,

where ni is the number of filters, s is the mini-batch size, hi and
wi are the height and width of the activation maps, respectively.
Notably, Ak

j,1 ∈ R
s×hi×wi is the activation map generated by fi, j

for all the samples in kth mini-batch. During pruning, filters in
layer Li are split into Pruned filters PLi = { fi,P1 , fi,P2 , ...., fi,Ppi

}

and Remaining filters RLi = { fi,R1 , fi,R2 , ...., fi,Rri
}, where pi and

ri are the number of pruned and remaining filters of layer Li.
P j and Rk denote jth, kth filters in pruned and remaining filter
set, respectively. Notably, PLi ∩ RLi = ∅, PLi ∪ RLi = FLi , and
pi + ri = ni.

3.2. The Relevance as Filter Selection Criteria
The proposed HRel pruning method utilizes the Relevance,

which is a key component of Information Plane dynamics used
in IB theory. Though there is an ongoing debate on the exis-
tence of the compression phase, there is no ambiguity in the
increment and saturation of hidden layers’ Relevance (I(Li; Y))
i.e., MI between each hidden layer’s (Li) activation maps and
the class labels (Y) in neural networks, during training. It is
also observed that initially, all the layers have less Relevance
at the beginning of training. But as the training progresses, the
Relevance of each layer also gradually increases and gets satu-
rated, as shown in Fig. 1. So, a higher Relevance gained by the
hidden layers during the training implies that the hidden layers
learned more relevant information about the class labels. Simi-
lar to hidden layers, individual filter’s Relevance (I( fi, j; Y)) i.e.,
MI between each filter’s activation maps and the class labels,
also determines the amount of relevant information extracted by
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filter about the class labels. Hence, the Relevance of filters is
employed in the proposed method to determine the significance
of the filters across each layer. For kth mini-batch of training
data, the Relevance between the activation maps of filters and
class labels Y given by I(Ak

i, j; Y) is obtained as shown in Fig. 3.
The proposed method estimates two (Relevance) quantities

I(Li; Y) and I( fi, j; Y), which are utilized in IP dynamics and
filter pruning, respectively. The computation of I( fi, j; Y) uses
the activation maps generated by each filter from a hidden layer,
whereas computation of I(Li; Y) uses the complete output of a
hidden layer. Estimation of MI between the activation maps and
class labels in the proposed method is similar to [67].

For a given mini-batch of size s with the activation maps gen-
erated X = {x1, x2..., xs}, the Gram matrix G of size s × s is
calculated using Gaussian kernel as Gi,j = e−

1
σ2 ‖xi−x j‖

2
F where

G ∈ Rs×s for all i, j ∈ [1, s], σ denotes kernel width, and ‖ . ‖F
denotes Frobenius Norm. As presented in [48], entropy is con-
sequently calculated using the Eigen values of the normalized
Gram matrix N as

H(N) = −

m∑
i=1

λi log2 λi (2)

Where Ni,j = 1
s

Gi,j√
Gi,iGj,j

, N ∈ Rs×s for all i, j ∈ [1, s], and λi is the

ith eigen value of N.
The joint entropy between random variables U, V is calcu-

lated using Hadamard product (◦) of their normalized Gram
matrices NU, NV, respectively [17] as

H(U,V) = H(NU ◦ NV) (3)

The Relevance is calculated using the Equations 1, 2 and 3.
Unlike rank, the Relevance of activation maps generated by fil-
ters changes with the mini-batches, as each filter can share a
different amount of information with different classes as shown
in Fig. 4. Slight variations in the Relevance values of filters

Algorithm 1 : HRel pruning of a layer Li for a pruning iteration

Inputs: RLi - Set of remaining filters in Li, prune ratioi - The
percentage of filters to prune in each pruning iteration, ri -
The number of remaining filters of layer Li, limiti-Number of
filters to be retained in layer Li of final compressed model

Output: Updated RLi

1: if first pruning iteration then
2: RLi ← FLi

ri ← ni

3: end if
4: if ri > limiti then
5: for each mini-batch k of total m mini-batches, k ∈

1,2,...,m do
6: for each filter fi, j ∈ RLi do
7: compute I(Ak

i, j; Y) using subsection 3.2
8: end for
9: end for

10: for Each filter fi, j ∈ RLi do

11: I( fi, j; Y)←
∑m

k=1 I(Ak
i, j;Y)

m
12: end for
13: ti ← dri × prune ratioi/100e
14: Sort RLi in ascending order ;
15: Rsorted

Li
← { fi,R1 , fi,R2 , ...., fi,Rri

}; R1,R2, ...Rri is a permu-
tation of filters in RLi : I( fi,R1 ; Y) ≤ I( fi,R2 ; Y) ≤ ... ≤
I( fi,Rti

; Y) ≤ ... ≤ I( fi,Rri
; Y)

16: R
prune
Li

← { fi,R1 , fi,R2 , ...., fi,Rti
}

17: RLi ← RLi − R
prune
Li

18: ri ← ri − ti
19: end if

over mini-batches in an epoch can also be observed. Therefore
the mean value of the Relevance of filters measured across the
mini-batches of training data is considered. The averaged Rele-
vance values across the mini batches for the filters in Fig. 4 are
discussed in subsection 4.G and depicted in Fig. 7. It is also
observed that in Fig. 4 for each architecture except ResNet-50
from top to bottom, the color saturation of the plots gradually
moved towards the brighter side.

3.3. Filter Pruning Steps

The pruning of filters involves three main stages. Firstly, the
neural network is trained till the baseline accuracy is achieved.
Secondly, each filter’s Relevance is computed and filters with
low Relevance are pruned. Thirdly, the network is retrained.
The filter pruning and retraining are done iteratively.

3.3.1. Initial Training
The network parameters (Θ) are initialized and updated until

the model convergence. Training of network with each mini-
batch of data is called training iteration. During network train-
ing, the kernel width σi for each hidden layer Li is computed
for all mini-batches.
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(a) LeNet-5: 50 Filters (b) VGG-16: 512 Filters (c) ResNet-56: 16 Filters (d) ResNet-110: 32 Filters (e) ResNet-50: 128 Filters

(f) LeNet-5: 21 Filters (g) VGG-16: 175 Filters (h) ResNet-56: 13 Filters (i) ResNet-110: 26 Filters (j) ResNet-50: 80 Filters

(k) LeNet-5: 5 Filters (l) VGG-16: 71 Filters (m) ResNet-56: 10 Filters (n) ResNet-110: 20 Filters (o) ResNet-50: 65 Filters

Figure 4: The Relevance of the remaining filters from convolution layers of different architectures (the number of remaining filters are specified for each sub-figure).
For each sub-figure, X-axis denotes all the remaining filters in a convolutional layer at different pruning iterations. Y-axis (bottom to top) denotes the mini-batches of
the training data. The first row depicts the architectures before pruning. Rows 2, 3 indicate the Relevance of filters during specific pruning iterations. Convolutional
layers 2, 9, 13, 37 and 34 of LeNet-5, VGG-16, ResNet-56, ResNet-110, and ResNet-50 respectively are used.
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Figure 5: Kernel width σi for different layers denoted by sigma across the pruning iterations for different architecture + dataset combinations. The X-axis denotes
training iterations from left to right (each vertical line in the sub-figures denotes a pruning iteration).

3.3.2. Filter Selection and pruning

After initial training, pruning, and retraining of the network
are performed iteratively, where each iteration is called pruning
iteration. In each pruning iteration, the filters selected using
Algorithm 1 are pruned, and the network is retrained. To select
the filters to be pruned from each layer Li, two hyperparameters
are required. One is the final number of filters to be retained
denoted by limiti, and the other is the percentage of remaining
filters to be pruned at each iteration of pruning identified by
prune ratioi. The training data is processed batch-wise and the
Relevance of each filter in a given mini-batch k i.e., I(Ak

i, j; y), is
calculated using steps 2-6 in Algorithm 1. I( fi, j; y) is then ob-
tained by averaging I(Ak

i, j; y) across the mini-batches, for all fil-
ters in each layer as shown in steps 7-9. Next, the filters in each
layer are sorted based on I( fi, j; y) value and top prune ratioi %
of the filters in each layer Li given by ti are pruned. Step 11
in Algorithm 1 can be skipped if a fixed number of filters are
removed from each layer by directly specifying ti value. The
remaining filters and their count are updated using steps 14-16
in Algorithm 1.

3.3.3. Retraining

This section focuses on improving the model performance
lost due to the pruning of filters. After pruning the selected
filters from the network with c convolutional layers, the model
contains a reduced set of the trainable parameters Θ

′

compared

to the original model Θ.

Θ
′

= Θ \ {PLi | i ∈ 1, 2, . . . , c} (4)

The network is then fine-tuned by retraining each architecture
for a certain number of epochs to regain the accuracy drop.

It has been observed that the kernel width σi calculated for
each layer along with the initial training saturates after a few
epochs as shown in Fig. 5 (i.e., before the pruning iterations
begin). Therefore, its calculation is deterred in further training.
In our work, we observed σi values across the pruning itera-
tions and found that despite pruning, the values did not fluctu-
ate much, as shown in Fig. 5. Hence the computation of σi is
not done during the retraining of the network after pruning. The
final obtained kernel width of hidden layers during pruning is
used for both hidden layers and the corresponding filters across
the pruning iterations.

4. Experiments and Analysis

To demonstrate the potency of the proposed HRel pruning
method, the following dataset + architecture combinations -
MNIST [35] + LeNet-5 [35], CIFAR10 [34]+ VGG-16 [58],
CIFAR10 + ResNet-56 [22], CIFAR10 + ResNet-110 [22],
ImageNet[54] + ResNet-50 [22] are used. Experimental re-
sults are analyzed in terms of accuracy, IP dynamics, and the
Relevance distribution. Subsections 4.A, 4.B, 4.C, 4.D and 4.E
compare the pruning results with state-of-the-art methods. Fur-
thermore, the subsection 4.F analyzes the IP dynamics related
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to IB theory and finally, the subsection 4.G examines the dis-
tribution of the Relevance values of filters across the pruning
iterations.

The percentage of filters to be removed from each layer and
the number of filters to be retained in the final network are the
hyperparameters for each of the architectures. The same CNNs
as in the recent work based on the rank of activation maps [40],
are utilized for verifying the efficacy of the proposed filter prun-
ing method. The batch size is modified to 80 in ResNet-50 and
100 in rest of the architectures. Nesterov momentum [7] is used
for ResNet-56 and ResNet-110. Same settings as in [67] are
used for MI estimation by using an input kernel of width 8 and
a label kernel of width 0.1. During the calculation of filters’
Relevance batch size of 128 in ResNet-50 and 100 in rest of the
architectures are used. The kernel width of each hidden layer
for every dataset + architecture combination is evaluated until
the baseline accuracy is achieved. The hyperparameters such
as learning rate, learn rate schedule for training and pruning it-
erations are specified for each architectures in subsections 4.A,
4.B, 4.C, 4.D and 4.E.

In our experimental setting, we have evaluated the proposed
method in terms of FLOPs- Floating Point Operations and
Trainable Parameters for all the models. For a fair comparison
with the other methods, parameters and FLOPs corresponding
to Convolutional and Fully Connected layers alone are consid-
ered. FLOPs and Params in the results table (Table 1, 2, 3,
4, and 5) denote remaining FLOPs and remaining parameters
after pruning, respectively. M denotes Millions (106) and B
denotes Billions (109) in the columns of FLOPs and Params.
The percentage of pruned FLOPs and pruned Parameters are
denoted by P f % and Pp%, respectively. The baseline accu-
racy and the accuracy after pruning (in percentage) is denoted
by Accbaseline% and Accpruned% respectively. Accuracy Drop is
denoted by Acc↓. For ResNet-50 Top-1,Top-5 implies Top-1
and Top-5 baseline accuracies. Top-#pruned% and Top-#↓ de-
note corresponding accuracy and accuracy drop, after pruning.

4.A. LeNet-5 on MNIST Dataset

MNIST is a handwritten digits dataset, that contains 60,000
training images and 10,000 test images, each of size 28×28×1.
LeNet-5 architecture contains 2 convolutional layers, having 20
and 50 filters with the spatial dimension of 5 × 5, followed by
3 fully connected layers with 800, 500, and 10 neurons, respec-
tively. The network is trained for 40 epochs with the initial
learning rate of 0.1, which is divided by 10 at epoch numbers
20 and 30 to achieve the baseline accuracy. For the proposed
HRel method, rather than pruning an equal percentage of filters
from each layer, better results are observed empirically if ini-
tial layers are pruned at a lower rate compared to final layers.
Thus, in each pruning iteration, 4% and 12% of the filters are
pruned from the first and second convolutional layers, respec-
tively. After pruning, the network is retrained for 40 epochs
beginning with a learning rate of 0.1, which is divided by 10 at
epochs 10 and 20. LeNet-5 pruning results are compared with
benchmark methods in Table 1. Note that HRel-# represents
HRel at different pruning limits.

HRel method achieves a higher FLOPs reduction percentage,
i.e., 97.98%, with the accuracy of 98.78%, and accuracy drop
of 0.52, outperforming CFP [59] and HBFP [5] methods, for
an equal FLOPs reduction percentage. While PP-OC [60] has
the least accuracy drop, the HRel method achieved the higher
test accuracy when {20, 50} filters are pruned to {4, 5} filters
in the first and second convolution layers, respectively. Though
VIB [13] method had a lesser number of remaining FLOPs, i.e.,
0.09M, the authors have mentioned that they considered half the
number of FLOPs. Hence, it would account for 0.18M to com-
pare with all the other methods. Inspite of having more baseline
accuracy than CFP and HBFP the accuracy drop is considerably
less.

4.B. VGG-16 on CIFAR-10 Dataset

CIFAR-10 dataset consists of 50,000 training images and
10,000 test images belonging to 10 classes. The image size is
32×32×3. The proposed HRel method is applied to VGG-16 ar-
chitecture 64-64-128-128-256-256-256-512-512-512-512-512-
512-512-10 with 13 convolutional layers and 2 fully connected
layers to prune the filters from convolutional layers. The net-
work is trained for 300 epochs with the initial learning rate of
0.1 divided by 10 at epoch numbers 80, 140, and 230 to achieve
the baseline accuracy. Similar to LeNet-5, a lower pruning ra-
tio is used for initial layers compared to final layers. Conse-
quently, 2% of filters from layers 1 and 2 (layers with 64 filters
initially), 4% of filters from layers 3 and 4 (layers with 128 fil-
ters initially), 5% of filters from layers 5, 6 and 7 (layers with
256 filters initially), and 10% of filters from the rest of the lay-
ers (layers with 512 filters initially) are pruned in each pruning
iteration. After pruning, the network is retrained for 90 epochs
beginning with a learning rate of 0.01, which is divided by 10 at
epochs 40, and 70. The pruning results for HRel-1 and HRel-2
(specified in Table 2) are obtained for VGG-16 with 21-48-64-
64-95-107-107-175-71-71-44-44-56 and 20-48-64-64-95-107-
107-175-71-71-44-44-56 remaining filters, from each convolu-
tional layer respectively.

The HRel method achieves the accuracy of 93.54% when
84.70% of the FLOPS pruned%, which is better than all the
other methods. In terms of accuracy drop HRel is observed to
have second best result next to PP-OC. Also, a very promising
trade-off is observed between the accuracy and number of re-
maining FLOPs using the proposed HRel method as compared
to the existing methods. It shows the capability of the proposed
pruning method to prune a deeper plain model.

4.C. ResNet-56 on CIFAR-10 Dataset

ResNet-56 is a deeper and complex architecture compared to
VGG-16. ResNet-56 has 55 convolutional layers and 1 Fully
connected layer in total. Except for the first one, all convolu-
tional layers are grouped into three different blocks, with each
block having 18 convolutional layers. The number of filters
in 1st, 2nd and 3rd blocks is 16, 32 and 64, respectively. The
network is trained for 180 epochs with the initial learning rate
of 0.1, which is divided by 10 at epoch numbers 91 and 136
to achieve the baseline accuracy. For pruning ResNet-56, we
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Table 1: Pruning results of LeNet-5 architecture over MNIST dataset. F here
denotes number of remaining filters in convolutional layers 1 and 2 respectively.

Method Accbaseline% Accpruned% Acc↓ F FLOPs P f %

VIB [13] - 99.00 - - 0.09M -
GAL [42] 99.20 98.99 0.21 2, 15 0.10M 95.60
PP-OC [60] 99.17 99.20 -0.03 4, 5 0.19M 95.56
HRel-1(ours) 99.30 99.23 0.07 4, 5 0.19M 95.56
HRel-2(ours) 99.30 99.16 0.14 3, 5 0.15M 96.41
HRel-3(ours) 99.30 98.99 0.31 3, 4 0.13M 96.84
CFP [59] 99.17 98.23 0.94 2, 3 0.08M 97.98
HBFP [5] 99.17 98.60 0.57 2, 3 0.08M 97.98
HRel-4(ours) 99.30 98.78 0.52 2, 3 0.08M 97.98

follow the same approach as in [59], i.e., pruning 1, 2 and 4
filters from every convolutional layer belonging to 1st, 2nd and
3rd blocks, respectively. After pruning, the network is retrained
for 100 epochs beginning with a learning rate of 0.01, which
is divided by 10 at epochs 20 and 70. The remaining number
of filters in convolutional layers of each block are 10, 20, 38
for HRel-1 and 8, 15, 30 for HRel-2. As shown in Table 3, af-
ter pruning 62.06% of the FLOPs, the proposed HRel method
achieves 93.19% accuracy, higher than GAL [42] method. In
HRel-2 the highest percentage of parameters i.e., 77.83% and
FLOPs i.e., 76.89% are pruned, and the accuracy can be ob-
served to be better than HRank, CFP, and HBFP methods. PP-
OC has the least accuracy drop. CFP and HRel methods have
the next best accuracy drops with higher P f % than PP-OC.
Also, HRel-2 has a lesser accuracy drop compared to Hrank
and HBFP methods.

4.D. ResNet-110 on CIFAR-10 Dataset

ResNet-110 contains 109 convolutional layers and 1 Fully
connected layer in total. Similar to ResNet-56, except for the
first convolutional layer, all the remaining convolutional layers
are grouped into three different blocks, but each block contains
36 convolutional layers, with 16, 32 and 64 filters, respectively.
The network is trained for 240 epochs with the initial learning
rate of 0.1, which is divided by 10 at epoch numbers 88, 160,
and 190 to achieve the baseline accuracy. Similar to ResNet-
56, 1, 2, and 4 filters are pruned from each convolutional layer
of 1st, 2nd, and 3rd blocks, respectively. Note that similar to
other methods, the first convolutional layer is not pruned. After
pruning, the network is retrained for 70 epochs beginning with
a learning rate of 0.01, which is divided by 10 at epochs 30
and 50. The remaining filters in the convolutional layer of each
block for HRel-1 are 10, 20, and 38 and for HRel-2 are 8,15,
and 30. HRel-1 reduces 62.1% of the FLOPs and achieves an
accuracy of 93.03%, while Jordao et al. [31] and ABCPruner
obtained better accuracies of 93.75% and 93.79% by pruning
a slightly lesser percentage of filters i.e., 60.17% and 60.30 re-
spectively. NAS based method TAS achieves the highest ac-
curacy of 94.33%. ABCPruner and LFPC have less accuracy
drop compared to other methods with nearby P f % values. In
HRel-2, with 76.95% pruned FLOPs and 77.86% pruned pa-
rameters, higher accuracy and lower accuracy drop than HRank
and HBFP methods are observed.

4.E. ResNet-50 on ImageNet

ImageNet dataset consists of 1.2 million training images and
50,000 test images belonging to 1000 classes. ResNet-50 has 49
convolutional layers and 1 Fully connected layer in total. Ex-
cept for the first one, all convolutional layers are grouped into
four different blocks, with each block having two 1×1 convolu-
tional layers and one regular convolutional layer (i.e., 3×3 ker-
nel size). The network is initialized with the pre-trained weights
on the ImageNet dataset and trained for 3 epochs with a learning
rate of 0.0001 (to learn the kernel width required for estimating
MI at different layers). The 8% of the convolutional layers from
the first 3 blocks and 9% from the last block are pruned in every
pruning iteration. Similar to other approaches first two convo-
lutional layers from every block are pruned. After pruning, the
network is retrained for 33 epochs beginning with a learning
rate of 0.001, divided by 10 at epochs 10 and 25. The remain-
ing filters for HRel-1, HRel-2 and HRel-3 from the convolu-
tional layers in each block are [41,80,158,288], [33,60,117,203]
and [27,48,92,154], respectively. After pruning 58.88% of the
FLOPs, the proposed HRel method achieves 74.54% Top-1 ac-
curacy and 92.12% Top-5 accuracy, with the least accuracy drop
of 0.68 among the network compression methods shown in Ta-
ble 5. In HRel-3 the highest percentage of parameters i.e.,
64.40% and FLOPs i.e., 66.42% are pruned and Top-1 accu-
racy of 73.67% and Top-5 accuracy of 91.70% are observed.
HRel method shows comparable performance with MetaPrun-
ing and LFPC in terms of Top-1 and Top-5 accuracies. How-
ever, it achieves higher Top-1 and Top-5 accuracies than SFP,
ASFP, GAL, HRank, PP-OC, CFP and ABCPruner for com-
parable P f %. In terms of accuracy drop, the HRel method has
the lowest Top-1 accuracy drop and second-best Top-5 accuracy
drop than other network compression methods with comparable
P f %. Compared to all the methods, HRel has the second-best
accuracy drop next to DMCP.

The results observed using ResNet-56, ResNet-110, and
ResNet-50 on CIFAR-10 and ImageNet datasets point out that
the proposed HRel pruning method can prune the residual net-
works with very promising performance in terms of the accu-
racy as well as pruned FLOPs and parameters. Note that the
proposed method has also shown very appealing performance
for shallow (LeNet-5) and deep (VGG-16) plain models over
different datasets. Overall, it can be deduced from the above
experimental results that the proposed HRel pruning approach
can retain the filters that are having high Relevance which leads
to better accuracy even after pruning. The proposed pruning
method is robust since high Relevance is used as the criterion
in modeling the proposed HRel pruning strategy with the help
of the IB theory.

4.F. Analysis of Information Plane Dynamics

IP dynamics for the architectures LeNet-5, VGG-16, and
ResNet-56 are plotted using I(X; Li) and I(Li; Y) from the be-
ginning of the training. Whereas for ResNet-110, values from
the last ten epochs before reaching the baseline accuracy are
observed due to its complex architecture. For ResNet-50, the
values are observed only from the last epoch during the initial
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Table 2: Pruning results of VGG-16 architecture over CIFAR-10 dataset. Note that the entries are sorted based on the P f % in increasing order.

Method Accbaseline% Accpruned% Acc↓ FLOPs P f % Params Pp%
`1-norm [39] 93.25 93.40 -0.15 206.00M 34.30 5.40M 64.00
Ayinde et al. [3] 93.80 93.67 0.13 - 40.50 - 78.10
GAL [42] 93.96 90.78 3.18 171.89M 45.20 2.67M 82.20
CPGMI [37] - 93.86 - 151.00M 51.80 1.99M 86.70
ABCPruner [41] 93.02 93.08 -0.06 82.81M 73.68 1.67M 88.68
CafeNet-E [61] - 93.67 - 76.00M - 1.40M -
HRank [40] 93.96 91.23 2.73 73.70M 76.50 1.78M 92.00
VIB [13] - 91.50 - 70.63M 77.48 - -
MINT [16] 93.98 93.43 0.55 - - - 83.43
CFP [59] 93.49 92.90 0.59 56.70M 81.93 -
HBFP [5] 93.96 91.99 1.97 51.90M 83.42 2.40M 83.77
PP-OC [60] 93.49 93.43 0.06 48.80M 84.50 0.86M 94.30
HRel-1(ours) 93.90 93.54 0.36 47.98M 84.70 0.75M 94.98
HRel-2(ours) 93.90 93.40 0.50 47.51M 84.85 0.75M 94.98
Jordao et al. [31] 93.30 91.80 1.50 - 90.66 - -

Table 3: Pruning results of ResNet-56 architecture over CIFAR-10 dataset.

Method Accbaseline% Accpruned% Acc↓ FLOPs P f % Params Pp%
`1-norm [39] 93.04 93.06 -0.02 90.90M 27.60 0.73M 14.10
Ayinde et al. [3] 93.39 93.12 0.27 90.70M 27.90 0.65M 23.70
MINT [16] 92.55 93.02 -0.47 - - - 55.39
SFP [25] 93.59 92.26 1.33 59.40M 52.60 - -
ASFP [24] 93.59 92.44 1.15 59.40M 52.60 - -
TAS [14] - 93.69 0.77 59.50M 52.70 - -
LFPC [23] 93.59 93.34 0.25 59.10M 52.90 - -
ABCPruner [41] 93.26 93.23 0.03 58.54M 54.13 0.39M 54.20
Jordao et al. [31] - 93.71 - - 57.06 - -
GAL[42] 93.26 90.36 2.90 49.99M 60.20 0.29M 65.90
HRel-1(ours) 93.80 93.19 0.61 47.57M 62.06 0.30M 63.76
PP-OC [60] 93.10 93.15 -0.05 - 68.40 - -
Hrank [40] 93.26 90.72 2.54 32.52M 74.10 0.27M 68.10
CFP [59] 93.57 92.63 0.93 29.50M 76.59 - -
HBFP [5] 93.26 91.42 1.84 27.10M 78.43 0.19M 76.97
HRel-2(ours) 93.80 92.70 1.10 28.99M 76.89 0.18M 77.83

Table 4: Pruning results of ResNet-110 architecture over CIFAR-10 dataset.

Method Accbaseline% Accpruned% Acc↓ FLOPs P f % Params Pp%
`1 - norm [39] 93.53 93.30 0.23 155.00M 38.70 1.16M 32.60
Ayinde et al. [3] 93.65 93.27 0.38 154.00M 39.10 1.13M 34.20
SFP [24] 93.68 93.38 0.30 150.00M 40.80 - -
GAL [42] 93.35 92.55 0.80 130.20M 48.50 0.95M 44.80
ASFP [24] 93.68 93.10 0.58 121.00M 52.30 - -
Jordao et al. [31] - 93.75 - - 60.17 - -
TAS [14] - 94.33 0.64 119.00M 53.00 - -
LFPC [23] 93.68 93.79 -0.11 101.00M 60.30 - -
HRel-1(ours) 93.50 93.03 0.47 095.72M 62.14 0.62M 63.80
ABCPruner [41] 93.50 93.58 -0.08 089.87M 65.04 0.56M 67.41
HRank [40] 93.50 92.65 0.85 079.30M 68.60 0.53M 68.70
HBFP [5] 93.50 91.96 1.54 063.30M 74.95 0.43M 74.92
HRel-2(ours) 93.50 92.71 0.79 058.20M 76.95 0.38M 77.86

Table 5: Pruning results of ResNet-50 architecture over ImageNet dataset.

Method Top-1 Top-1pruned% Top-1↓ Top-5 Top-5pruned% Top-5↓ FLOPs P f % Params Pp%
SFP [25] 76.15 62.14 14.01 92.87 84.60 08.27 - 41.80 - -
ASFP [24] 76.15 75.53 00.62 92.87 92.73 00.14 - 41.80 - -
GAL [42] 76.15 71.95 04.20 92.87 90.94 01.93 02.33B 43.03 21.20M 16.86
HRank [40] 76.15 74.98 01.17 92.87 92.33 00.54 02.30B 43.76 16.15M 36.80
TAS [14] - 76.20 01.26 - 93.07 0.48 02.31B 43.50 - -
DMCP [19] 76.60 76.20 00.40 - - - 02.20B 46.47 - -
HRel-1(ours) 76.15 75.47 00.68 92.87 92.60 00.27 02.11B 48.66 13.23M 48.24
CafeNet-E [61] 77.80 76.90 00.90 - 93.10 - 02.00B 51.33 18.40M 27.84
MetaPruning [44] 76.60 75.40 01.20 - - - 02.00B 51.33 - -
PP-OC [60] - - - 92.20 92.10 00.10 - - 15.70M 44.10
CFP [59] - - - 92.20 91.40 00.80 - - - 49.60
ABCPruner [41] 76.01 73.52 02.49 92.96 91.51 01.45 01.79B 56.61 11.24M 56.01
HRel-2(ours) 76.15 74.54 01.61 92.87 92.12 00.75 01.69B 58.88 10.82M 57.67
LFPC [23] 76.15 74.46 01.69 92.87 92.04 00.83 - 60.80 - -
HRel-3(ours) 76.15 73.67 02.48 92.87 91.70 01.17 01.38B 66.42 09.10M 64.40
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(b) LeNet-5 With pruning

3 4 5 6
I(X; Li)

1.0

1.5

2.0

2.5

3.0

I(L
i;Y

)

Layer 2
Layer 3
Layer 4
Layer 6
Layer 7
Layer 9
Layer 10
Layer 12
Layer 13
Layer 15

(c) VGG-16 Without pruning
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(d) VGG-16 With pruning
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(e) ResNet-56 Without pruning
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(f) ResNet-56 With pruning
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Figure 6: Information Plane (IP) dynamics of LeNet-5, VGG-16, ResNet-56, ResNet-110, and ResNet-50 architectures. The left column corresponds to the IP
dynamics of each architecture without pruning, and the right column shows the IP dynamics after pruning for the corresponding architecture. The layers are
represented with different colors and saturation of each color indicates the progress of training.
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(a) LeNet-5 with 50 Filters (b) VGG-16 with 512 Filters (c) ResNet-56 with 16 Filters (d) ResNet-110 with 32 Filters (e) ResNet-50 with 128 Filters

(f) LeNet-5 with 21 Filters (g) VGG-16 with 175 Filters (h) ResNet-56 with 13 Filters (i) ResNet-110 with 26 Filters (j) ResNet-50 with 80 Filters

(k) LeNet-5 with 5 Filters (l) VGG-16 with 71 Filters (m) ResNet-56 with 10 Filters (n) ResNet-110 with 20 Filters (o) ResNet-50 with 65 Filters

Figure 7: Distribution of the Relevance values of remaining filters from convolutional layers of different architectures across the pruning iterations (the number of
remaining filters is specified for each sub-figure). For each sub-figure, X-axis denotes the range of the Relevance values. Y-axis denotes the percentage of filters
having a corresponding Relevance value range. Convolutional layers 2, 9, 15, 37, and 34 of LeNet-5, VGG-16, ResNet-56, ResNet-110, and ResNet-50 respectively
are used.

training due to comparatively more mini-batches for the Ima-
geNet dataset. After initial training, for every pruning iteration,
the last one epoch for ResNet-50 and the last ten epochs for the
rest of the architectures are used to estimate the values I(X; Li)
and I(Li; Y). From the IP dynamics of each architecture after
pruning, i.e., in the second column in Fig. 6, a slight decrease in
the Relevance value of the final layers is observed compared to
the architecture’s IP dynamics without pruning (which is very
less in the case of ResNet-50), is observed. This means that
the network layers lose slight information concerning the class
labels. This can be related to the small accuracy drop resulted
from the pruning of filters. Though we preserve the filters with
high Relevance, based on “Partial information decomposition”
of MI [68, 73], the unique information (i.e., the information
provided individually by few pruned filters) and their synergy
(i.e., joint information provided only by the combination of few
filters) is lost.

The MI estimator [67] used in the HRel method highly de-
pends on the optimal kernel bandwidth of the dataset [62].
The original work [67] and a few related works [72, 73] using
this estimator have used only the smaller datasets like CIFAR-
10, MNIST, Fruits 360 [47], MADELON [20] etc. In these
datasets, kernel bandwidth is chosen either by Silverman’s rule
of thumb [57] or by empirical evaluation over a range of values.
Due to high dimensionality and more data samples in the Ima-
geNet dataset, it is not feasible to obtain optimal kernel band-
width for ImageNet using these methods. Hence, the same ker-
nel bandwidth values specified in the MI estimator are used for

input and class labels of the ImageNet dataset. Though similar
and saturated values are observed for all layers in the Infor-
mation Plane before and after pruning ResNet-50, the filters’
Relevance values have shown enough variation among them as
shown in Fig. 4, facilitating the selection of filters during prun-
ing iterations. The optimal bandwidth for input and class labels
of the ImageNet dataset can produce a better projection of the
Information Plane of ResNet-50.

Overall, the IP dynamics indicate some information loss
while pruning the filters, which is minimal for the proposed
HRel method, as indicated by the experimental results. Thus,
minimal information loss is acceptable as the complexity of the
model is reduced drastically to facilitate the deployment of deep
learning models over resource-constrained devices.

4.G. Analysis of Progression of Pruning using the Relevance
Distribution

The distribution of the Relevance values of each architecture
at the beginning of certain pruning iterations is shown in Fig.
7. Each column represents the Relevance value distribution for
all the remaining filters in a given layer of the architecture. The
first row is the distribution of the Relevance value before the
beginning of the first pruning iteration. Subsequent rows can
be identified by the remaining filters mentioned for each archi-
tecture. Note that the plot in Fig. 7 shows the percentage (%)
of remaining filters for different ranges of Relevance values.
From the Fig. 7a - 7d, 7f - 7n and 7k - 7n it is observed that
in each column, with the increase in the pruning iterations, the
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Figure 8: The average Relevance of all the layers across the pruning iterations
for various architectures.

lowest Relevance value among the remaining filters increased.
Also, in few architectures such as ResNet-56 and ResNet-110,
though the lowest Relevance value did not change much, the
percentage of filters having the lowest Relevance value is com-
paratively decreased after pruning.

It can be noticed that the distribution is slightly shifted to-
wards the right side in most of the cases across the pruning it-
erations, which shows that the Relevance of the majority of the
remaining filters is high. From Fig. 8. it can be observed that
the average Relevance across the pruning iterations increased
continuously for LeNet-5 and VGG-16. However, for ResNet-
56 and ResNet-110 the average Relevance decreased initially
for few pruning iterations and then increased. This observation
further supports the proposed idea of utilization of high Rele-
vance in the HRel pruning method. For ResNet-50 there is no
much increment observed even after few pruning iterations in
Fig. 8. The Relevance distribution values are also shifted to the
left for ResNet-50 in Fig. 7. The Relevance distribution values
can also be more accurate if the optimal kernel bandwidth is
used.

4.H. Ablation study

An ablation study is conducted to understand the effect of
global filter pruning based on Relevance values and the effect
of batch size during the estimation of filters’ Relevance.

1) Global pruning: The filters are compared globally based
on their Relevance values in the global pruning method. As
shown in Fig. 7, filters’ Relevance values keep changing with
the pruning iterations. Thus, in every pruning iteration, the es-
timated Relevance values of all the remaining filters across the
layers are sorted and the maximum value from the least T% of
the values is considered as the threshold. A new threshold value
based on the filters’ Relevance is used at every pruning itera-
tion. Consequently, the filters with Relevance below the thresh-
old are pruned. The experiments are conducted on ResNet-56
architecture using CIFAR-10 dataset with the values 5, 10, 20,
25, 40, and 45 for T. In the global pruning method, the lower T
values resulted in better accuracy, as shown in Fig. 9. However,
it can be observed that none of the global pruning results have
achieved comparable accuracy with the proposed HRel method,
where filters are ranked layer-wise based on their Relevance.
Even the recent work [1] concludes that it is not suggested to
compare the filters’ Relevance across layers. However, it is a
good estimator for the filter’s importance when compared layer-
wise. The global pruning method in [1] prunes the filters at a
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Figure 9: Accuracy of ResNet-56 architecture on CIFAR10 dataset when filters
are globally pruned.
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Figure 10: Accuracy of ResNet-56 architecure on CIFAR10 dataset for various
batchsizes.

higher rate from the layers with relatively low Relevance filters.
A similar observation is found in our ablation study. Filters are
selectively pruned from a few layers at a higher rate, due to
which more accuracy drop is observed, as depicted in Fig. 9.

2) Effect of batch size: Here, the effect of batch size dur-
ing the computation of Relevance of filters is analyzed. Batch
sizes of 64, 100, 128, 256, and 512 are used with ResNet-56 on
CIFAR-10 dataset. The results obtained using the HRel method
with a batch size of 100 for ResNet-56 are reported in Table 3.
As illustrated in Fig. 10, it is observed that the batch size 64
resulted in comparatively lower accuracy. At the initial pruning
iterations, the first and second-best performances are obtained
with the batch size of 512 and 100, respectively. However, for
higher pruned FLOPs, all the batch sizes produced similar re-
sults. Hence, the batch size during the estimation of filters’
Relevance has less effect on the final performance of the HRel
method.

5. Conclusion

In this paper, filters in CNNs are pruned based on their Rel-
evance value. The Relevance measure is chosen based on IB
theory, which is measured using the mutual information (MI)
between the activations maps of the respective filters and the
ground truths. The proposed HRel pruning method is evaluated
on MNIST, CIFAR-10, and ImageNet datasets using LeNet-
5, VGG-16, ResNet-56, ResNet-110, and ResNet-50 models.
The pruning results obtained using the HRel method are supe-
rior compared to the current state-of-the-art pruning methods.
The IP dynamics show the significance of the pruning crite-
ria. The analysis of IP plane dynamics before and after pruning
for the different CNNs suggests that the information loss after
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pruning is negligible. The filters’ Relevance is observed to in-
crease from initial pruning iteration to final iteration except for
ResNet-50 on ImageNet. The deployment of lightweight mod-
els that are pruned using the HRel method on edge devices such
as drones, mobiles may be potential future research.
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