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Abstract— From last decade, local descriptor such as Local Binary Pattern (LBP) is accepted as a very prominent feature 

descriptor for characterizing the images such as faces. The performance of such descriptors depends upon the local 

relationship of the image. The local relationship of the image can be utilized in more discriminative and robust way after 

some preprocessing as compared to the original image. The preprocessed images in the form of 4 sub-bands (i.e. S, U, V, 

and D sub-bands) are obtained by applying the Singular Value Decomposition (SVD) over the original image. The local 

descriptors are computed over these sub-bands (mainly S sub-band) and termed as the SVD based local descriptors. The 

performance of four local descriptors over SVD sub-bands are tested for near-infrared face retrieval using PolyU-NIR 

and CASIA-NIR face databases, and compared with the results obtained using descriptors without SVD sub-band. The 

experimental results confirm the superiority of using S sub-band of SVD in terms of performance of the local descriptors 

over NIR face databases. 
 

Index Terms—Local features, near-infrared face image, face retrieval, singular value decomposition, local binary pattern. 

I. INTRODUCTION 

The efficient content based image retrieval (CBIR) is still an evolving research area in the field of Computer Vision 

and Image Processing [1]. Any CBIR system retrieves the most similar images of a given query image from the 

huge databases. The CBIR approaches mainly retrieve the similar images on the basis of the information contained 

in the image [2]. 

Face retrieval can be seen as a special case of image retrieval where faces of the same person are retrieved against 

a query face. Park and Jain have proposed to use the demographic information (e.g., gender and ethnicity) and facial 

marks (e.g., scars, moles, and freckles) for facial analysis and retrieval [3]. Very recently, a face recognition survey 

argued that the improvement in radical face representations/descriptors is the next step in the advancement of facial 

analytical approaches [4]. Some recent face recognition methods are depicted in [5]-[7]. Face retrieval can be seen 

as a special case of image retrieval where faces of the same person are retrieved against a query face. In this paper, 

face retrieval is performed instead of face recognition because in recognition only one top matching image is 

obtained, whereas in retrieval multiple top matching images are retrieved in decreasing order of similarity. 

The performance of any retrieval system is greatly governed by the efficient description of the image features 

such as color, texture, shape, structure, etc. [12]-[14]. An illumination compensation mechanism is proposed in [12] 

for those conditions where illumination robust image matching is required. This illumination compensation is 

restricted to the color images only, whereas NIR images are mostly gray-scaled images. Various image feature 

descriptors have been introduced by several researchers amongst which the Local Binary Pattern (LBP) is most 

frequently used [15]. Completed Local Binary Pattern [16], Interleaved Intensity Order Based Local Descriptor [17], 

Data Driven Local Binary Pattern [18], Local Diagonal Extrema Pattern [19], Local Bit-Plane Decoded Pattern [20] 

and Local Binary Pattern Histogram Fourier [21], Local Wavelet Pattern [50], Multichannel Decoded Local Binary 

Pattern [51] etc. are the descriptors proposed as the variants of LBP for textural and medical image analysis. The 

LBP has shown very promising results for facial analysis also [22]-[23]. Some recent state-of-the-art variants of 

LBP proposed for the face recognition are Semi-structure Local Binary Patterns [24], Directional Binary Code [8] 

and Local Gabor Binary Pattern [25], Local Derivative Pattern [26], extended Local Binary Patterns [27], Local 

Patterns of Gradients [28], Patterns of Gradient Orientations and Magnitudes [29], and Monogenic Binary Coding 

[30]. 

https://doi.org/10.1016/j.jvcir.2017.09.004
https://doi.org/10.1016/j.jvcir.2017.09.004
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There may be situations where visible lights are not available. In such conditions, the Near-infrared (NIR) 

cameras are capable to capture the images. Thus, it is required to investigate the approaches for image analysis for 

NIR images. Moreover, the NIR imaging is more useful for the indoor and cooperative-users. The NIR facial 

analysis is an open challenge in current days [8]-[9]. The images of the same face under different lighting directions 

in NIR imaging are highly correlated, whereas it is negatively correlated under visible light [9]. The performance of 

human as well as machine under near-infrared light and visible light is investigated by Hollingsworth et al. using 

periocular biometrics [10]. In a recent study of visual versus near-infrared face image matching [11], the authors 

have used an NIR face image as the probe while enrollment is done with the visual face images. Due to the 

importance of NIR face images under indoor/office environments, the NIR face retrieval approach is presented in 

this paper. 

The Singular Value Decomposition (SVD) is one of the most elemental matrix computations in numerical linear 

algebra [31]. It can be simply termed as the extended version of the theory of linear filtering or a tool for the image 

enhancement [32]-[33]. SVD has several uses such as in signal analysis [34], gate characterization [35], image 

coding [36], image watermarking [37], image steganalysis [38], image compression [39], and face recognition [40], 

etc. A novel concept of sub-band decomposition and multi-resolution representation of digital color images using 

SVD is introduced by Singh et al. [41]. They have basically applied the SVD over regions of the image and finally 

formed 4 sub-bands. In this paper, we also used the same approach as used in [41] for SVD based sub-band 

computation of the near-infrared (NIR) face images. The SVD over the whole face image is used for the illumination 

robust face recognition in [42]-[43]. Inspired from the success of SVD over whole face image [40], [42]-[43], we 

formed SVD sub-bands [41] over face regions to overcome the bad lighting problem of NIR face images. Some 

researchers use other decomposition techniques, such as semi-discrete decomposition (SSD) [52], to find out the 

original single image and its transpose in the training set for computing the intra-class scatter matrices; the intra-

class maximum–minimum–median average vector is used in maximum scatter difference (MSD) model for face 

recognition [53]; intra-class scatter matrix null space median method, QR factorization, QR decomposition weighted 

kernel discriminant analysis and Kernel Fuzzy Discriminant Analysis are used for face recognition task [54-57]. The 

main difference between proposed method and [52-57] is that the proposed method utilizes the local factorization 

and local relationship to form the descriptor, whereas, the global factorization is performed in [52-57]; the proposed 

descriptor does not depend upon the training data, whereas, [52-57] depend upon the training data. 

SVD basically represents local information contained in an image, in a more robust way [31], whereas local 

descriptors such as Local Binary Pattern (LBP) [15], Semi-structure Local Binary Pattern (SLBP) [24], Directional 

Binary Code (DBC) [8] and Local Gabor Binary Pattern (LGBP) [25] encode the local information of the image in 

the descriptor form. Basically, the image descriptors computed over the raw intensity values missed to utilize the 

local spatial relationship because they encode the occurrences of the pattern over the image. If they divide the image 

into sub-regions, then the dimension of descriptor become too high to be fit for the image matching due to time 

constraint. These are the driving factors for us to combine the SVD with local feature descriptors to propose the new 

SVD based local feature descriptors in this paper. We encode the descriptors over SVD sub-band images instead of 

the original image. The SVD sub-band formation actually exploits the local spatial information by encoding the 

relationship of each 2×2 non-overlapping sub-regions of the image. This behavior is very useful to explore the local 

relationship of Near-Infrared images where the images are captured mostly in very bad lighting conditions and 

computing descriptors directly over it are not able to capture the local information accurately. We have performed 

the face retrieval experiments over two NIR face database, namely PolyU-NIR [44] and CASIA-NIR [45]. From the 

experiments, very promising results are found and observed that the performance of local descriptors is improved 

when it is constructed over the S sub-band of the SVD decomposition. The followings are the key contributions: 

1. We have explored the possibility to utilize the Local SVD for image representation. 

2. We have explored the commentary nature of Local SVD and Local descriptors. 

3. We have performed the SVD and Local descriptor based image retrieval over NIR face databases.   

4. We have also tested the suitability of different distance measures in the proposed context. 

The continuing sections of this paper are the description of the proposed NIR face retrieval system in section 2, 

performance measure and evaluation criteria in section 3, NIR face image retrieval experiments, results and 

observations in section 4 and conclusion in section 5. 

II. PROPOSED SVD SUB-BAND BASED NIR FACE RETRIEVAL 

The proposed framework for NIR face retrieval is illustrated in Fig. 1. It consists of four main components, 

namely Singular Value Decomposition (SVD) sub-band formation, local descriptor extraction, feature vector 
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computation and similarity measurement and NIR face retrieval. The feature vector is formed using the extracted 

local descriptors over the SVD sub-bands obtained by applying SVD decomposition over each face image of the 

database as well as query face image. The face retrieval is performed by finding the best similarities between the 

feature vector of query face with the feature vectors of the database faces.  In this section, we will describe each 

component of the introduced methodology in details. 

 

Fig. 1. The proposed framework for NIR face retrieval using SVD Sub-bands. All the face images including query also are decomposed in four 

sub-bands using SVD block based decomposition. The S sub-band basically contains the low frequency information, whereas the 
remaining sub-bands contain the high frequency information. The local descriptors are computed over the SVD sub-band images and 

used to find out the best matching faces against the query face. 

A. SVD Sub-bands Formation 

This sub-section is devoted to a description of the construction process of the sub-bands of the singular value 

decomposition (SVD) at a particular level (i.e. multi-resolution) over a given image. The SVD based sub-band 

decomposition and multi-resolution representation [41] are used to enhance the features of the original image (i.e. to 

cope with the illumination problem of the NIR imaging). 

Let      is the intensity value of any pixel at     row and     column of any gray scaled NIR face image   having 

   rows and    columns (i.e. the total number of pixels in   is      ). Let    is the input image of dimension 

  
    

  for the     level of SVD factorization. The input image    is first divided into     non-overlapping 

blocks, then SVD is applied over each block. Thus, a total      
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The four sub-bands at     level, namely   ,   ,    and    are formed from Eq. (3) as follows, 

  

        

           
                                                                                                          

  

        

           
                                                                                                          

  
        

           
                                                                                                          

  

        

                                                                                                                         

The input image    for SVD at     level is defined recursively in terms of the original image ( ) and S sub-band 

(    

     
) at         level as follows: 
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Similarly, the dimensions of    (i.e.   
  and   

 ) are also defined recursively as follows, 
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In order to find the multi-resolution sub-bands, the S sub-band obtained in the previous level is treated as the 

input image. An example of SVD based sub-band formation is illustrated in Fig. 2. Four sub-bands, namely S, U, V 

and D of size 2×2 each are created from the input of size 4×4. In Fig. 3(a), the sub-bands for an input image are 

displayed up to the 2
nd

 level of SVD decomposition. Note that, the sub-bands are shown in the order of S2, U2, V2, 

D2, U1, V1 and D1. The original image and the approximation sub-bands (i.e. S sub-band) at 1
st
 and 2

nd
 level of the 

SVD factorization are visualized in the form of a pyramid in the Fig. 3(b) with S sub-band of 2
nd

 level at the top of 

the pyramid. 

         
                                      (a)                                                                                                                   (b) 

Fig. 2. (a) Illustration of the sub-band formed (i.e. S, U, V and D sub-bands) from the SVD factorization of any input PL using an example of 
size 2×2, and (b) Illustration of the sub-band formed (i.e. S, U, V and D sub-bands) from the SVD factorization of any input PL using an example 

of size 4×4. The S sub-band consist the information related to the largest local eigenvalues. 
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(a)                                                           (b) 

Fig. 3. (a) An example of SVD decomposition at 2nd level, and (b) Original image is superimposed by the S sub-bands at 1st and 2nd level. The 
image is taken from the PolyU-NIR Face database. The low frequency information (i.e. ambience) in S sub-band and the high frequency 

information (i.e. horizontal, vertical and diagonal details) in U, V, and D sub-bands can be easily observed. At each level of decomposition, the 

resolution of the image is getting half similar to a pyramid.  

 

Fig. 4. The coordinates of the N local neighbors of a center pixel (   ). Here,   
   

 represents a pixel at coordinate (   ) in S sub-band image at 

Lth level. The   
     

 is the kth neighbor of   
   

 in a circular fashion. 

 

B. Local Descriptor Extraction 

In this sub-section, we introduce to extract the local descriptors over the sub-band face images obtained after 

applying the SVD at a particular level over the original face image. In order to show the significance of local 

descriptor construction over SVD sub-bands for NIR face retrieval, we extracted Local Binary Pattern (LBP) [15], 

Semi-structure Local Binary Pattern (SLBP) [24], Directional Binary Code (DBC) [8] and Local Gabor Binary 

Pattern (LGBP) [25] based local descriptors. 

The LBP descriptors computed over  ,  ,  , and   sub-bands are denoted as the SVD-S-LBP, SVD-U-LBP, 

SVD-V-LBP and SVD-D-LBP respectively. The LBP operator is applied over the S sub-band of SVD at     level 

(i.e.,    sub-band) to form the descriptor. The SVD-S-LBP value for   
   

 is computed as follows, 
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Similarly, the LBPs over the remaining sub-bands of SVD at a     level (i.e.,   ,   , and    sub-bands) are 

computed as follows, 
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The other local descriptors (i.e. SLBP, DBC and LGBP) are also computed over each sub-bands of SVD at     

level. The naming convention for SLBP, DBC and LGBP over   ,   ,   , and    sub-bands are similar to LBP over 

these sub-bands. 

 

C. Feature Vector Computation 

In order to represent the feature vector for the patterns     (i.e. SVD-S-LBP, SVD-U-LBP, SVD-V-LBP and 

SVD-D-LBP), the histograms are computed as follows, 
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for           , where         is defined as, 

        {
                      
                     

                                                                                               

and,     
   

 is the decimal value of patterns at coordinates       and computed in (11), (13), (14) and (15) for SVD-S-

LBP, SVD-U-LBP, SVD-V-LBP and SVD-D-LBP respectively. 

Similarly, we also computed the SLBP, DBC and LGBP feature vectors over each sub-band of the SVD. The 

dimension of local descriptors doesn’t depend upon the SVD (i.e. the dimension of descriptors in conjunction with 

the SVD sub-band is same as without SVD).  

III. PERFORMANCE MEASURE & EVALUATION CRITERIA 

In this section, we describe the several similarity measures as well as evaluation criteria to depict the improved 

performance of proposed face retrieval using SVD sub-bands and local descriptors over NIR face databases. 

A. Similarity Measures 

The main aim of similarity measure is to compute the distance between the feature vectors of two images. 

Different similarity measures such as Euclidean, Cosine, Emd, Canberra, L1, D1 and Chi-square (  ) [46]-[47] are 

used in this paper to find out the dissimilarity score between the descriptors of the two face images. 

B. Evaluation criteria 

We have presented the results using average retrieval precision (ARP), average retrieval rate (ARR), F-measure 

(F), and average normalized modified retrieval rank (ANMRR) as the functions of the number of top matches or 

number of retrieved images ( ) [13] [14] [48].  

ARP (%) and ARR (%) are computed by taking the means of the average precision and average recall 

respectively over each category of the database. Average precision and average recall for a category is calculated by 
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taking the means of the precision and recall respectively, over each image of that category (i.e. each image is used as 

the query image). For any query image ( ), the precision and recall are computed as follows, 

          
    

 
                                                                                   

       
    

    
                                                                                      

where   and   are the number of relevant retrieved images and the number of relevant ground truth images for 

any query image. For computing the F-measure (F) in percentage, we have retrieved the        number of images, 

where        is the maximum number of images in any category of the database.  

  
         

       
                                                                             

We have followed the steps provided in [48] to calculate the ANMRR metric and represented in the percentage in 

the results of this paper. The lower value of ANMRR represents the better retrieval performance and vice-versa, 

whereas the higher value of ARP, ARR and F means the better retrieval performance and vice-versa. 

IV. EXPERIMENTS AND RESULTS 

The introduced SVD based local descriptors are used in the near-infrared (NIR) face image retrieval experiments 

to investigate its performance and discriminating ability. The number of local neighbors   and radius of 

neighborhood   are set to 8 and 1 respectively, in all the experiments of this paper to compute all the descriptors. 

The state-of-the-art descriptors such as LBP (       ) [15], SLBP (       ) [24], DBC (         ) [8] and 

LGBP (         ) [25] are used for the comparison of results with and without SVD. We compared the results 

of SVD based descriptor with the results of original descriptor (i.e. without SVD). For example, the results of SVD-

S-LBP are compared with the results of LBP, and so on for other descriptors also. We have used the online available 

code [49] of LBP, whereas we implemented SLBP, DBC and LGBP following its algorithms. In the computation of 

DBC, gradients at 0, 45, 90 and 135 degrees are considered. For computation of LGBP descriptor, we have 

considered three scales and three orientations of Gabor filtering. When not stated, SVD sub-bands at level 1 are used 

to create the descriptors. Two benchmark NIR face databases, namely PolyU-NIR [44] and CASIA-NIR [45] is used 

for the face retrieval experiments. We have considered the set-1 of the PolyU-NIR face database which consists of 

the total 7277 images from 55 subjects with varying number of images per subject. CASIA-NIR face database is 

comprised of the total 3940 images from the 197 subjects having 20 faces each. The face region of the CASIA-NIR 

face database is cropped because too much variation is present in the background of the images in this database. The 

databases are having variations like pose, expressions, scale, etc. 

A. Experiments over Different Similarity Measures 

We have compared the retrieval performance of SVD-S-LBP using different Euclidean, Cosine, Emd, Canberra, 

L1, D1 and    distance measures and reported the results in terms of the ARP, ARR, F and ANMRR in the Table 1 

and Table 2 over PolyU-NIR, CASIA-NIR face databases respectively. The ARP, ARR and F are highest, while 

ANMRR is lowest when the    distance is used as the similarity measure for both databases. In the rest of the results 

of this paper, the    distance will be used to find the similarity between descriptors of the two face images. It should 

be noted that the performance over PolyU-NIR is better than CASIA-NIR because only 20 samples per class are 

present in CASIA-NIR dataset, whereas PolyU-NIR dataset consists of more than 100 samples per subject. 
 

Table 1. The values of the ARP for     , ARR for      ,         (F) and ANMRR using SVD-S-LBP descriptor over PolyU-NIR face 

database for different similarity measures. The best performance is observed with Chi-square distance measure. 

Performance Similarity Measures 

Euclidean Cosine Emd Canberra L1 D1    

ARP (%) 93.88 94.46 72.27 70.88 95.38 95.55 95.90 

ARR (%) 44.08 45.41 29.32 31.50 47.07 47.41 48.85 

  (%) 49.44 51.08 34.67 37.64 52.90 53.30 54.99 

ANMRR (%) 45.59 43.91 62.84 60.31 41.97 41.56 39.82 
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Table 2. The values of the ARP for     , ARR for     ,         (F) and ANMRR using SVD-S-LBP descriptor over CASIA-NIR face 

database for different similarity measures. The best performance is observed with Chi-square distance measure. 

Performance Similarity Measures 

Euclidean Cosine Emd Canberra L1 D1    

ARP (%) 51.64 56.30 36.37 21.79 62.79 65.24 67.04 

ARR (%) 25.82 28.15 18.18 10.90 31.40 32.62 33.52 

  (%) 31.48 35.31 22.07 14.90 41.05 43.23 44.32 

ANMRR (%) 63.93 59.98 74.48 83.18 54.13 51.92 50.72 
 

 

Fig. 5. The performance comparison of the local descriptors (i.e. LBP, SLBP, DBC and LGBP in the 1st, 2nd, 3rd and 4th column respectively) 

over different sub-bands of the SVD in terms of the ARP (%) vs   over PolyU-NIR face database. Clearly S sub-band is superior. 

 

Fig. 6. The performance comparison of the local descriptors (i.e. LBP, SLBP, DBC and LGBP in the 1st, 2nd, 3rd and 4th column respectively) 

over different sub-bands of the SVD in terms of the ARR (%) vs   over PolyU-NIR face database. Clearly S sub-band is superior. 

 

 

Fig. 7. The performance comparison of the local descriptors (i.e. LBP, SLBP, DBC and LGBP in the 1st, 2nd, 3rd and 4th column respectively) 

over different sub-bands of the SVD in terms of the ARP (%) vs   over CASIA-NIR face database. Clearly S sub-band outperforms others. 

 

 

Fig. 8. The performance comparison of the local descriptors (i.e. LBP, SLBP, DBC and LGBP in the 1st, 2nd, 3rd and 4th column respectively) 

over different sub-bands of the SVD in terms of the ARR (%) vs   over CASIA-NIR face database. Clearly S sub-band outperforms others. 

B. Experiments over Different SVD Sub-bands 

The local descriptors, including LBP, SLBP, DBC and LGBP over S, U, V and D sub-bands of SVD are 

compared using ARP vs   and ARR vs   over both PolyU-NIR and CASIA-NIR face databases in this experiment. 

In Fig. 5-8, the results over PolyU-NIR and CASIA-NIR databases are presented respectively. The performance of 
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local descriptors degrades over U, V and D sub-bands in each case except for SVD-U-LBP, SVD-U-DBC and SVD-

U-LGBP descriptor over PolyU-NIR database. A tremendous improvement in the performance is observed over S 

sub-band for each descriptor over each database. The {F-score, ANMRR} of SVD-S-LBP is improved by {63.22%, 

36.85%} and {11.22%, 8.35%} as compared to the LBP over PolyU-NIR and CASIA-NIR database respectively. 

Note that in this paper, the improvement is presented in terms of the percentage improvement. The performance of 

SVD-S-DBC and SVD-S-LGBP is improved by {67.62%, 31.57%} and {86.99%, 39.76%} as compared to the DBC 

and LGBP respectively in terms of the {F-score, ANMRR} over PolyU-NIR database. The performance of SVD-S-

LBP is also improved by 12.74% in terms of the F-score over CASIA-NIR database. The performance gain using 

SLBP is less because SLBP also incorporates the pre-processing step to enhance the local features. The results 

suggest that the S sub-band of SVD is more preferable than other sub-bands for computing the descriptors over it. 

The performance of local descriptors is only enhanced over the S sub-band because S sub-band have richer local 

information (by approximation), whereas, U, V and D sub-bands only contain the horizontal, vertical and diagonal 

information.  

C. Experiments over Level of SVD 

We also investigated the effect of the level (L) of SVD factorization and compared the results for L=1, 2 and 3 

using SVD-S-LBP, SVD-S-SLBP, SVD-S-DBC and SVD-S-LGBP descriptors in the Fig. 9(a-b) over the PolyU-

NIR and CASIA-NIR face databases respectively in terms of the F (%) and ANMRR (%). It can be observed that the 

performance of each descriptor is improving (i.e. F-score is increasing and ANMRR is decreasing) at a higher level 

of SVD decomposition except for SVD-S-LBP over PolyU-NIR database. While we used the L=1 earlier in this 

paper, the performance can be increased further at a higher level of SVD decomposition. Thus, it is recommended to 

use SVD factorization at higher level. 

 

     

(a) Over PolyU-NIR face database 

     

(b) Over CASIA-NIR face database 

Fig. 9. Comparison among different level of SVD decomposition using S sub-band in conjunction with different descriptors over (a) PolyU-

NIR and (b) CASIA-NIR face databases in terms of the F (%) and ANMRR (%). The common trend can be observed that the performance 

improves at higher levels of S sub-band of SVD. 
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D. Retrieval Results 

The top 10 matching retrieved faces are displayed for a query face from CASIA-NIR face database in Fig. 10 and 

for a query face image from PolyU-NIR face database in Fig. 11. The retrieval results are obtained using LBP, SVD-

S-LBP, SLBP, SVD-S-SLBP, DBC, SVD-S-DBC, LGBP, and SVD-S-LGBP feature vectors in 1
st
, 2

nd
, 3

rd
, 4

th
, 5

th
, 

6
th

, 7
th

, and 8
th

 row respectively of Fig. 10-11. Note that the incorrect retrieved images are enclosed by a rectangle in 

Fig. 10(b) and Fig. 11(b). The precision over CASIA-NIR and PolyU-NIR face databases are {60%, 100%} and 

{70%, 100%} respectively, using {LBP, SVD-S-LBP} feature vectors as depicted in the 1
st
 and 2

nd
 row of Fig. 10-

11. From 3
rd

 and 4
th

 row of Fig. 10, the number of correct matches are 8 and 10 using SLBP and SVD-S-LBP feature 

vectors respectively, over CASIA-NIR face database, whereas, it is 10 for both over PolyU-NIR face database as 

shown in the 3
rd

 and 4
th

 row of Fig. 11. The number of incorrect matches using DBC descriptor is 2 (see the 5
th

 row 

of Fig. 10) and 3 (see the 5
th

 row of Fig. 11) over CASIA-NIR and PolyU-NIR face databases respectively, whereas, 

it is 1 (see the 6
th

 row of Fig. 10) and 0 (see the 6
th

 row of Fig. 11) respectively, using SVD-S-DBC descriptor. The 

precision using LGBP and SVD-S-LGBP descriptors are 70% and 100% respectively over CASIA-NIR face 

database as displayed in the 7
th

 and 8
th

 row of the Fig. 10, while, it is 50% and 100% respectively over PolyU-NIR 

face database (see the 7
th

 and 8
th

 row of the Fig. 11). 

 

 
                               (a)                                                                                               (b) 

Fig. 10. Retrieval results from CASIA-NIR face database using LBP (1st row), SVD-S-LBP (2nd row), SLBP (3rd row), SVD-S- SLBP (4th row), 

DBC (5th row), SVD-S-DBC (6th row), LGBP (7th row) and SVD-S-LGBP (8th row) feature vectors, (a) query face, and (b) top 10 retrieved faces. 

The incorrect retrieved faces are enclosed in red color rectangles. It is noticed that the descriptors better perform with SVD S sub-band. 
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                               (a)                                                                                               (b) 

Fig. 11. Retrieval results from PolyU-NIR face database using LBP (1st row), SVD-S-LBP (2nd row), SLBP (3rd row), SVD-S-SLBP (4th row), 
DBC (5th row), SVD-S-DBC (6th row), LGBP (7th row) and SVD-S-LGBP (8th row) feature vectors, (a) query face, and (b) top 10 retrieved faces. 

Note that the faces in red color rectangles are the false positives. It is noticed that the descriptors better perform with SVD S sub-band.  

In order to show the robustness of SVD-S sub-band against uniform intensity change, the top 10 retrieved images 

are displayed in Fig. 12 for different query images having uniform intensity differences. In the results of Fig. 12, 1
st
 

column shows the query images, the last 10 columns display the retrieved images, 1
st
 row corresponds to the LBP 

without SVD, and 2
nd

 row corresponds to the LBP with SVD. Fig. 12(a) basically considers a query face from 

CASIA-NIR face database. The query face in Fig. 12(b) is generated by subtracting 25 from the query face of Fig. 

12(a). Similarly, the query face of Fig. 12(a) is added with 115 to generate the query face used in Fig. 12(c). From 

these results, it is observed that LBP alone fails completely in case of complex and uniform intensity change. 

Whereas, LBP with SVD still performs well. Thus, we can say that SVD increases the robustness against the 

complex illumination changes. 

 

 
(a) 

 
(b) 
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(c) 

Fig. 12. Retrieval results to depict the robustness of SVD against uniform intensity change for (a) a query image from CASIA-NIR face 
database, (b) a query image generated by subtracting 25 from the query image of (a), and (c) a query image generated by adding 115 to the query 

image of (a). In each result 1st column is the query image, last 10 columns are the top 10 retrieved images, 1st row illustrates the results using LBP 

without SVD, and 2nd row illustrates the results using LBP with SVD. The incorrect retrieved faces are enclosed in red color rectangles. 

 

 
(a) 

 
(b) 

Fig. 13. Retrieval results to depict the robustness of SVD against the presence of spectacles. Top 10 matching faces for query images of a 

subject from CASIA-NIR face database, (a) without spectacles, and (b) with spectacles. In each result 1st column is the query image, last 10 
columns are the top 10 retrieved images, 1st row illustrates the results using LBP without SVD, and 2nd row illustrates the results using LBP with 

SVD. The incorrect retrieved faces are enclosed in red color rectangles. 

The retrieval results in Fig. 13 are dedicated to highlight the robustness of SVD towards occlusion basically 

presence of spectacles. In Fig. 13 also 1
st
 column shows the query images, the last 10 columns display the retrieved 

images, 1
st
 row corresponds to the LBP without SVD, and 2

nd
 row corresponds to the LBP with SVD. Query images 

are considered from the same subject of CASIA-NIR face database. Fig. 13(a) uses query face without spectacles, 

whereas Fig. 13(b) considers with spectacles. The LBP alone is not able to retrieve even a single face with 

spectacles from the same subject in Fig. 13(a), whereas LBP with SVD does the better job. Similarly, in Fig. 13(b), 

LBP alone is not accurately matching the face having spectacle with a face without spectacles, whereas LBP with 

SVD retrieves more semantic faces from the same subject and achieves 100% precision for this example. This result 

clearly signifies the robustness of SVD against occlusion caused by spectacles.    

Fig. 14 illustrates the retrieval results for two different expressions of a subject of CASIA-NIR face database. In 

each result of this experiment, 1
st
 column is the query image, last 10 columns are the top 10 retrieved images, 1

st
 row 

illustrates the results using LGBP without SVD, and 2
nd

 row illustrates the results using LGBP with SVD. Note that, 

here we present the results using LGBP because LGBP is more discriminative than LBP. It is observed from these 

results that the LGBP with SVD achieves the 100% precision in both expressions and retrieves more semantically 

close images from the same subject. From Fig. 14, we can infer that SVD is better suited for different expressions in 

the database. 
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(a) 

 
(b) 

Fig. 14. Retrieval results to depict the robustness of SVD against expression. Top 10 matching faces for query images of a subject from CASIA-
NIR face database, (a) normal expression, and (b) laugh expression. In each result 1st column is the query image, last 10 columns are the top 10 

retrieved images, 1st row illustrates the results using LGBP without SVD, and 2nd row illustrates the results using LGBP with SVD. The incorrect 

retrieved faces are enclosed in red color rectangles. 

From the experimental results, it is found that the proposed technique of computing the local descriptors over the 

S sub-band of SVD outperforms the local descriptors without SVD (i.e. the performance of local descriptor is 

boosted over S sub-band) under near-infrared face retrieval and confirms its discriminative ability as well as 

suitability. The SVD decomposition is able to cope with the low illumination problem of the near-infrared imaging 

in indoor and office environments.  

E. Descriptor Dimension vs Time Analysis 

In order to test the feature extraction and retrieval time complexity of the descriptors, we considered the 200 

images from each PolyU-NIR and CASIA-NIR databases. The feature extraction of the database images is required 

to be done only ones in content based image retrieval. Each time a query image is given as the input the feature 

extraction over only query image is required, whereas the for retrieval feature matching between the query image 

and each database image is required. We reported the total feature extraction time as well as total retrieval time for 

200 images in Table 3 using the descriptors with and without SVD sub-band. It is observed that the feature 

extraction time of SVD based descriptors is quite high as compared to the original descriptors over both databases. 

This is due to the SVD factorization over 2×2 non-overlapping sub-regions. Anyway, once feature extraction of 

whole databases is done prior to the image retrieval, only retrieval time is having the importance. As far as total 

retrieval time is concerned; it only depends upon the dimension of the descriptor for a fixed database. One of the 

most important characteristics of the SVD based descriptor is that its dimension is same as compared to the original 

descriptor.  

Table 3. The total feature extraction time and total retrieval time in seconds over 200 images of each PolyU-NIR and CASIA-NIR database. 

Metrics Databases Descriptors 

LBP 

(256) 

SVD-S-LBP 

(256) 

SLBP 

(256) 

SVD-S-SLBP 

(256) 

DBC 

(8×256) 

SVD-S-DBC 

(8×256) 

LGBP 

(9×256) 

SVD-S-LGBP 

(9×256) 

Total Feature 
Extraction Time 

PolyU-NIR 44 654 48 632 92 643 427 728 

CASIA-NIR 11 139 11 122 18 124 89 136 

Total Retrieval Time PolyU-NIR 0.24 0.26 0.22 0.24 2.27 2.25 2.55 2.57 

CASIA-NIR 0.24 0.22 0.22 0.21 1.25 1.2 1.39 1.31 

 

In Table 3, it can be seen that the dimension of SVD-S-LBP (256) is same to LBP (256) which is 256, thus the 

total retrieval time for both the descriptors are also nearly same. Similarly, the total retrieval time using SVD-S-

SLBP (256) is nearly same to SLBP (256) because its dimensions are same; the total retrieval time using SVD-S-

DBC (8×256) is nearly same to DBC (8×256) as its dimensions are same; and the total retrieval time using SVD-S-

LGBP (9×256) is same to LGBP (9×256) as its dimensions are same. So, from time analysis, it is revealed that the 

SVD sub-band based descriptors are not affecting the retrieval time as compared to the original descriptor without 

SVD sub-band. 

 

V. CONCLUSION 

In this paper, we presented an image characterization approach for near-infrared face image retrieval by 

integrating the concepts of local SVD and local descriptors. Four sub-bands, namely S, U, V and D are created using 

local SVD factorization. The LBP, SLBP, DBC and LGBP feature descriptors are extracted over these SVD sub-
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bands to form the various descriptors in conjunction with these sub-bands. The discriminating power and robustness 

of the proposed local descriptors is examined using the face retrieval experiments over two benchmark NIR face 

databases namely PolyU-NIR and CASIA-NIR. From the experiments, it is observed that the Chi-square distance is 

best suited for the similarity measurement. The performance of local descriptors over the S sub-band of the SVD is 

more preferable as compared to the other sub-bands. The discriminative ability of the local descriptors is further 

improved at a higher level of SVD decomposition of the previous S sub-band. Through experiments, it is confirmed 

that the performance of local descriptors boosted with SVD and outperforms the local descriptors without SVD over 

both NIR face databases. One of the limitations of the proposed method is the time complexity of the local SVD 

factorization over the blocks of the image. 
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