Lecture 8

Basis & Dimension

Definition 1. Let V' be a vector space over a field F. A subset S of V' is said to be a basis of V if the
following conditions are satisfied.
1. S is linearly independent set.

2. The linear span L(S) is the vector space V, that is, L(S) = V.

Example 2. 1. Let V = F"(F) and B = {ej,ea,...,e,}, where e; = (0,0,...,1,...,0), (1 at the i-th
component and 0 otherwise). The set B is a basis of F™ and is called the standard basis of F"(F).

2. The set B = {e;j € Myxn | 1, j-th entry of e;; is 1 and 0 otherwise} is the standard basis of My, xn(F)
over IF.

3. The set B ={1,z,2% x3,..., 2"} is the standard basis of P,(R) over R.

4. The set B ={1,z,2% 2%...} is the standard basis of Rlz] over R.

Remark 3. 1. Every vector space has a basis.

2. The basis of the zero space is the empty set ().

3. A basis of a vector space need not be unique, for instance, {(1,1),(1,—1)} is also a basis of R*(R).
4. A wvector space V is called o finite dimensional vector space if it has a finite basis, otherwise it is

called an infinite dimensional space.

Theorem 4. Let B = {vy,v,...,v,} be a basis of a vector space V over F. If B’ = {wy,ws, ..., wy},

where (m > n). Then B’ is a linearly dependent set.

Proof: We will show that there exist scalars aq, as,...,qa,, € F, not all of which are 0, such that
1wy + apws + ... + auw,, = 0. Since B is a basis of V', we can write an element of B’ as linear
combination of elements of B over F so that

Wy, = A11V1 + a12V2 + ... + A1,Vp

Wy = A21V] + A2V + ...+ A2,VUp

Wiy = App1V1 + QU2 + ..o+ GmnUn



Therefore, a;(aj1v; + ajovs + ... 4+ a1,0,) + @a(a21v1 + ageve + ... + ag,vp) + -+ + A (@11 + Amave +

o+ Amnty) = 0. Equivalently,

(cnar+asag +. . .+ amam )vi+(aqaig+asagn+. . .+ amam2)ve+. . .+ (a1, + oo, +. . .+ Qplmn ), = 0.

Since {vy, va,...,v,} is a basis of V', we get

a1aq1 + aagy + ..+ QG =0

Q11 + Qo + ...+ QG = 0

11y + 0oy + ...+ A, = 0

Above is a homogeneous system of n equations in m unknowns with m > n, therefore the system has a

non-zero solution. Thus, «; # 0 for some i so that B’ is linearly dependent. U

Corollary 5. Let V(F) be a finite dimensional vector space. The any two bases of V' have the same

number of elements.

Definition 6. Let V(F) be a finite dimensional vector space. Then the number of elements in a basis of

V is called dimension of V' and it is denoted as dim(V').

Example 7. 1. dim(F*(F)) = n; 2. dim(C(R)) = 2; 3. dim(M,,xn(F)) = mn; 4. dim P,(R) =n +1; 5.

Rlx] is an infinite dimensional space.

Remark 8. Let V' be a finite-dimensional vector space and let n = dim V. Then
1. any subset of V' which contains more than n vectors is linearly dependent;

2. no subset of V which contains fewer than n vectors can span V.

Theorem 9. Let {v,...,v,} be a basis for a vector space V. Then each vector in V' can be expressed

uniquely as a linear combination of the basis vectors.

n n
Proof: Let v € V and oy, 9,...,a,01,52,...,0, € F such that v = > ayv; = > Biv;. Then
i=1 i=1

n

> (a; — B;)v; = 0, but v;" s are linearly independent so that a; — 3; = 0 for each i. Therefore, each vector
i=1

in V' can be expressed uniquely as a linear combination of the basis vectors.



Theorem 10. Let S = {vy,...,v,} be a linearly independent subset of a vector space V. If v & L(S),

then S U {v} is linearly independent.

Proof: Consider the set S° = S U {v}. Let av + ajvy + ... + a,v, = 0. It is enough to show that

a=0.If a #0, then v € L(S), which is not true. Hence, o = 0 so that S" is L.I. O

Theorem 11. Let V be an n dimensional vector space. Then
1. a linearly independent set of n vectors of V' is a basis of V;

2. a set of n vectors of V' which spans V' is a basis of V.

Proof: Let S = {vy,vq,...,v,} C V be a linearly independent set. It is enough to show that
L(S) = V. Suppose it is not true and v € V'\ S. Then the set S U {v} is L.I. which contradicts the fact

that dim V' = n. Thus v € L(S). Therefore S is a basis of V.

Let S = {vy,vq,...,0,} CV and L(S) = V. Suppose S is linearly dependent. Then there exist ¢ such
that v; a is linear combination of rest of the vectors in S. Therefore, the set S\ {v;} spans V having

n — 1 vectors so that dim V' < n — 1 which contradicts the fact that dimV = n. L]

Example 12. Find a basis and dimension of the solution space of the homogeneous system Ax = 0,

1 3 1
where A=11 1 -1
3 11 5
10 —
Solution: The RRE form of Ais [0 1 . The solution set is {(2z,—z,z) | z € R}. Any
0 0
solution is a linear combination of (2,—1,1) cmd a singleton set with a non-zero element s linearly

independent. Thus {(2,—1,1)} is a basis of the solution space of Az = 0. Hence, the dimension of the

solution space 1s 1.



