Conditional Distributions and Independent random variables

1. CONDITIONAL DISTRIBUTIONS

Definition 1. Let Z = (X,Y) be a random vector of discrete type with support Ez, joint
d.f. Fyz and joint p.m.f. fz. Then X and Y are discrete type random variables.

For a fized y with P(Y =y) > 0, the function fxyy(.]y) : R — R defined as
fxy(aly) = P(X =z|]Y =y), Vz eR,

is called the conditional probability mass function of X, givenY = y. Thus, the conditional
probability mass function of X, given' Y =y, is
P(X =Y =y) _ [alz.y)

P =y) fr(y)

leY(xLU) =PX =2y =y) =

_ {f/fy(fj)l)’ € Exir=y

0, otherwise,
where Exyy—y = {x €R | (z,y) € Ez} and fy is the marginal p.m.f. of Y.

The conditional cumulative distribution function of X, given'Y =y, is defined as
Fxy(zly) = P(X < z[Y =y)
P(X <zY =y)
P(Y =y)
_ Z fz(@iy)

i €Ex |y —yN(—00,7] fY (y)

= Z Ixy(z3y), where x; € Exjy—y.

r;<x

In the similar manner, we can define the conditional probability mass function and
conditional cumulative distribution function of Y, given X = x, provided P(X = x) > 0.

Definition 2. Let Z = (X,Y) be a random vector of continuous type with joint c.d.f. Fy
and joint p.d.f. fz. Then X andY are continuous type random variables. Let y € R be
such that fy(y) > 0, where fy(y) > 0 is the marginal p.d.f. of Y.

The function fxyy(.|y) : R — R defined as

. fl(may) T
fxpy (zly) = ) Vi eR,

18 called the conditional probability density function of X, given' Y =y.

Also, the conditional cumulative distribution function of X, given Y =y, is defined as

T

fg(tjy)dt

:700 fY(y)
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In the similar manner, we can define the conditional probability density function and
conditional cumulative distribution function of Y, given {X = x}, provided fx(x) > 0,
where fx(x) > 0 is the marginal p.d.f. of X.

Note: Definition 1 and 2 can be generalized if we replace random variables X and Y by
random vectors X and Y.

Example 3. Let Z = (X,Y) be a random vector with joint p.d.f.

6ry(2—x—vy), if0<z<1l,0<y<l
flo,y) = .
0, otherwise

Then find the conditional p.d.f. of X, givenY =y, where 0 <y < 1.

Solution: The conditional p.d.f. of X, given Y =y, is

_ J(zy)
fX|Y(:E|y) - fY(y)

M, f0<x<l1

1
[ 6zy(2—z—y)dw
0
0, otherwise

4—3y

boPr2y) if )< gz < 1
0, otherwise

Example 4. Let Z = (X,Y, Z) be a random vector with joint p.m.f.

f(z,y,2) = {%, if (z,y,2) € {1,2} x {1,2,3} x {1,3}

0, otherunse

(1) Find the conditional p.m.f. of X, gwen (Y, Z) = (2,1).
(2) Find the conditional p.m.f. of (X,Z), given Y = 3.

Solution:

(1) The conditional p.m.f. of X, given (Y, Z) = (2,1), is

fxivz(2l(2,1)) = p((g(zx)’ 2:,1()2, 1))

_ {72P(Y2:$2,Z:1)’ if © € Ex|vz)=e1 ={r €R | (2,2,1) € Bz}

0, otherwise

2x :
_ ) @PY=2zZ=1) if € {1,2}
0, otherwise

Now, P(Y =2,Z=1)= Y f(x2,1), where Rpo1y = {z € R | (2,2,1) €

SCER(QJ)

Ez} ={1,2}. Hence, P(Y =2,Z =1) = f(1,2,1) + f(2,2,1) = 5. Therefore,

{g,ﬁxe{LQ}

2,1
fX\(Y,Z)@K ) )) 0, otherwise
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(2) The conditional p.m.f. of X, given Y = 3, is

_ f(.T,g,Z)
f(X,Z)\Y((‘rJZ”S) - P(Y _ 3)
_ —72133(5/ 5, if v € Exzyy—s={(z,2) €R | (2,3,2) € Ez}
0, otherwise

_ |t i (3,2) € {1,2} x {1,3}
0, otherwise

Now, P(Y =3) = > f(x,3,2), where Ry = {(x,2) € R | (x,3,2) € Ez} =
(z,2)ER3

{1,2} x{1,3}. Hence, P(Y =3) = f(1,3,1)+ f(1,3,3)+ f(2,3,1)+ f(2,3,3) = 3
Therefore,

fx .y (z,2)]3) = {%’ if z € {1,2} x {1,3}

0, otherwise

2. INDEPENDENT RANDOM VARIABLES

Definition 5. The random variables X1, Xs, ..., X, are said to be independent if for any
sub-collection { X, Xiy, ..., X}, 2 < k <n, we have

k
Fx, oox, (@1, 2,000 ap) = HFXi].(wj)a V (21,2, ,x1) € RY

where Fx, . x, s the joint c.d.f. of (Xiy, Xiy, .., Xi,) and FXij is the marginal c.d.f. of
Xi, Jor1 < j <k,
Theorem 6. Let X = (X1, Xs,...,X,): S — R" be a n—dimensional (n > 2) random

vector with joint c.d.f. Fx. Let Fx, be the marginal c.d.f. of X;, for 1 <1 <mn. Then the
random variables X1, Xo, ..., X, are independent if and only if

n
|| n
F&("Ehl’g,"', Fxl 7 Il,ZEQ,"',ZEn)GR.

=

1
Theorem 7. Let X = (X1, Xs,...,X,,) : S — R" be a n—dimensional (n > 2) random
vector of either discrete or continuous type. Let fx be the joint p.m.f. (or p.d.f.) of X
and fx, be the marginal p.m.f. (or p.d.f.) of random variable X;, for 1 <i <mn. Then

(1) the random variables X1, Xs, ..., X, are independent if and only if

fx(zr, e, ay) = Hin(xi)a V (%1, 22,00, m0) €R™
=1

(2) the random variables X1, Xa, ..., X, are independent = Ex = [[ Fx,, where Ex
i=1
is the support of random vector X and Ex, s the support of random variable X;,
for1 <1< n.

Theorem 8. Let X1, X5, ..., X, be the independent random variables.

(1) Let ¢¥; : R — R be a function such that 1;(A) € Bg, for all A € Bg, for
i=1,2,---,n. Then the random variables 1 (X1), ¥2(X2), ..., Vn(X,) are inde-

pendent.
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(2) For A; € Bg, i =1,2,--- ,n, we have
P{X; € Ai=1,2,--- ,n}) = [[ PUX: € 4).

i=1
Remark 9. X = (X1, X5) be a random vector of either discrete or continuous type. Let
D = {xy € R| fx,|x,(-|x2) is defined}. Then for xo € D, Xy and X, are independent if
and only if fx,x,(x1|72) = fx,(x1), for all z; € R,

1.€,

Xy and Xy are independent if and only if ¥V xo € D, the conditional distribution of X,
given X9 = X9, is the same as unconditional distribution of Xi.

Example 10. Let Z = (X,Y, Z) be a random vector with joint p.m.f.

{x7_y227 Zf (%,y72) € {172} X {1’2’3} X {1’3}

0, otherwise

f(x’ y,Z) =

(1) Are X,Y and Z independent random variables?
(2) Are X and Z independent random variables?

Solution:

(1) The supports of X, Y and Z are
Ex ={x €R | (z,9,2) € Ey for some (y,z) € R*} = {1,2}
By ={y € R | (2,,2) € Ey for some (z,2) € R*} = {1,2,3}
and

Ey; ={z€R|(x,y,2) € Ey for some (z,y) € R*} = {1,3},

respectively. For © € Ex, R, = {(y,2) € R* | (z,y,2) € Ez} = {1,2,3} x {1,3}.
So the marginal p.m.f. of X is

fX(x) — (y,2)€Rs
0, otherwise

{g, if € {1,2}

0, otherwise

Similarly the marginal p.m.f. of Y and Z are

) {%, if y € {1,2,3}

0, otherwise

and

[ ifye {13}
J2(2) {0, otherwise
respectively. Clearly f(z,y,2) = fx(z)fy(y)fz(2), for all (x,y,2) € R Thus
X,Y and Z are independent.
(2) Let X = (X,Y). The support of X is Ex = {(z,2) € R? | (z,y,2) € Ez for somey €
R} ={1,2} x{1,3}. For (x,2) € Ex, R,y ={r € R | (z,y,2) € Bz} = {1,2,3}.
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So the marginal p.m.f. of X is
Z f(Iayvz>7 if (93',2) EEK

fl(l‘v Z) = { Y@,
0, otherwise

T, if (z,2) € {1,2} x{1,3}
0, otherwise
Thus fx(z,2) = fx(z)fz(2), for all (z,2) € R?. Thus X and Z are independent.
Example 11. Let Z = (X,Y) be a random vector with joint p.d.f.

Lifo<y<ao<l

fl($ay) = {57

0, otherwise.

Are X and Y independent?

Solution: By Example 7 of Lecture 14, the marginal p.d.f. of X and Y are
1,if0o<x<1
fx(x) = {

0, otherwise

and

—lny, f0<y<1
fY(Z/):{

0, otherwise

Clearly, fz(z,y) # fx(z)fy(y). Hence, X and Y are not independent.

Alternative solution: The support of Z is E; = {(z,y) € R* |0 <y < z < 1}, and
the support of X and Y are (0,1). Hence, Ez # Ex x Ey. Therefore, X and Y are not

independent.



