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Abstract

Anemia is a global health concern, prompting the need for rapid and accurate
diagnostic tools, especially for vulnerable populations. Estimating the blood
lysis level (LL) and oxygen saturation (SO2) are essential not only for anemia
but also for other hemolytic conditions. This study explores the potential of
photoacoustic (PA) spectroscopy as a quantitative tool for evaluating hemolysis
in anemia diagnosis. In vitro PA measurements on human blood samples were
validated through computational modeling using the discrete dipole approximation,
Monte Carlo, and k-Wave acoustic simulations. The quantitative values of blood
hematocrit (H), LL and SO2 have been estimated using simulated and experimental
PA signals. The wavelength pairs 700-905 nm and 700-1000 nm have been found to
be optimal for the simultaneous estimation of these parameters and provided H and
SO2 estimations with accuracy approximately > 90% up to LL=14% and for LL =
0-30%, respectively. The correlation coefficient between the actual and evaluated
lysis levels has been computed to be ≈ 0.90. Further investigation is needed to
enhance the robustness and clinical applicability of the developed method under an
in vivo setting when both the H and LL levels are not known.
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1 Introduction

Hemolysis is the premature destruction of red blood cells (RBCs). It occurs because of
the rupture of RBC membranes and causes release of hemoglobin into the bloodstream. It
is often linked with underlying health conditions [33]. Excessive hemolysis can contribute
to anemia, oxidative damage, jaundice, and renal complications, posing significant health
risks [4, 10, 26, 28]. Anemia has always been a global issue, primarily because of iron
deficiency. WHO defines anemia as the hemoglobin concentration falling below 12
g/dl and 13 g/dl for females and males, respectively [1]. In a recent study by WHO,
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approximately 40% of all children aged 6–59 months, 37% of pregnant women, and 30%
of women 15–49 years of age are affected by anemia all over the globe. In southeastern
countries, particularly in the Indian subcontinent, anemia cases remain exceptionally
high; more than 35% have been recorded [43]. Various factors, including autoimmune
disorders, infections, genetic abnormalities, toxins, and mechanical stress, can trigger
this process [29, 41, 58, 64]. Early identification of hemolysis is crucial to mitigating
complications, yet conventional diagnostic techniques rely on time-intensive laboratory
analyses [51]. Methods like visual inspection, Spectrometry (the most accurate one),
complete blood counts (CBC) and the heptoglobin test are commonly used for the
detection and quantification RBC lysis. Some complicated techniques such as Lactate
Dehydrogenase, Genetic test can also be performed for the same purpose [55].

In recent times, the photoacoustic (PA) technique has been evolving as a promising
blood characterization tool. The most important feature of this technique is that, in vivo
assessment of blood parameters may be possible. Saha et al. compared the PA signal
properties of normal and lyzed blood samples at 532 and 1064 nm optical wavelengths [45],
[46]. Banerjee et al. studied the dynamical variation of the PA signal profile when RBCs
are undergoing lysis using a low-cost 905 nm based PA device [3]. Bodera et al. examined
blood clot and blood lysis in vitro using a high-frequency ultrasound detector-based
imaging system [7]. Besides these, researchers all over the globe are increasingly using
the PA technique for probing blood samples. For example, Yadem et al. have introduced
Cytophone, a PA-based flow cytometer to detect malaria infection in the human body [60].
Padmanabhan et al. have developed a PA polarization–enhanced optical rotation sensing
system and found chiral molecular concentration for depths up to a few millimeters [34].
A vast amount of work has also been conducted on normal and pathological blood samples
by many groups across the globe [9], [17], [39], [38], [25], [48], [47], [44], [23], [37], [36].
[6], [35].

PA emission from blood essentially depends upon its optical properties, namely,
absorption coefficient (µabs), scattering coefficient (µsca) and anisotropy factor (g). Though
these are bulk properties but they are governed by the microscopic features such as spatial
organization of RBCs, morphological, biophysical and biochemical properties of individual
cells [48], [47], [44], [37], [36]. There exist a number of theoretical methods and numerical
schemes which can be used to obtain the optical absorption cross-section, scattering
cross-section and g factor of a scatterer [32]. For instance, the Mie theory is applicable
for regular shapes [59]. The Born approximation [22] and Wentzel-Kramers-Brillouin
approximation work well for weak scattering or slowly varying media [20]. Other common
approaches include the T-matrix method [56], the finite element method [30], the finite
difference time domain method [16], the ray tracing method [54], the Monte-Carlo method
[57], etc. One popular formulation is the discrete dipole approximation (DDA) [12][11][32].
It models a scatterer having an arbitrary shape as a collection of discrete electric dipoles.
The knowledge of the refractive indices of both the cell and the surrounding medium are
required for its implementation. It can be used to evaluate the optical parameters of
RBC as well.

Theoretical studies modeling PA emission from blood consider RBCs as spherical
absorbers and thus neglect the actual shape of RBCs [27][18][48]. In this study, we have
addressed this gap by incorporating the exact RBC morphology for numerical calculations
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of optical absorption cross-section, scattering cross-section and g factor for a healthy RBC
exploiting the DDA technique. Freely available discrete dipole scattering (DDSCAT)
software implements the DDA formulation. Subsequently, obtained the optical properties
(µabs, µsca and g) of a blood sample at certain optical wavelengths. A series of lyzed blood
samples with initial hematocrit, H=50% and oxygenation, SO2=68% have been considered.
The lysis level has been varied from LL=0 to 30%. The suspending medium has been
prepared by mixing hemoglobin molecules in phosphate-buffered saline (PBS) medium or
in plasma (PLS) medium. DDSCAT, Monte Carlo and k-Wave simulations have been
conducted sequentially to generate the PA signals [36]. Analogous experimental studies
(in vitro) have also been carried out with human blood samples. Accordingly, H, LL and
SO2 levels have been estimated from simulated/measured signals using dual wavelength
PAs (700-905 and 700-1000 nm wavelength pairs). Simulation and experimental results
reveal that accurate estimations of H and LL are possible with accuracy > 90% up to
LL=14% and for SO2 up to LL=30%. The primary contributions of this work are: i)
Determination of the optical parameters (µabs, µsca and g) of lyzed blood samples at
some specific optical wavelengths and using the DDA model incorporating the biconcave
shape of RBCs. ii) Generation of PA signals utilizing the k-Wave toolbox based on the
fluence maps provided by the Monte Carlo simulation. iii) Measurement of PA signals
from analogous human blood samples. iv) Quantification of the levels of H, LL and SO2

from simulated and experimental PA signals.

2 Governing theoretical models

2.1 PA wave equation

In practice, short laser pulses illuminate a tissue sample. Photons are absorbed by the
sample, causing its rapid thermo-elastic expansion, followed by emission of PA signals.
The time-dependent PA wave equation in a 3D generalized coordinate system can be cast
as, (

∇2 − 1

v2
∂2

∂t2

)
p(r, t) = − β

CP

∂H (r, t)

∂t
. (1)

In equation (1), the notations v, β and CP are the speed of sound in the medium, isobaric
volume expansion coefficient, and isobaric specific heat of the source region, respectively;
H (r, t) the heating function, i.e., the amount of heat deposited per unit time per unit
volume and p(r, t) is the pressure at any arbitrary point at a location r at time t. The
initial pressure rise in the sample due to pulsed laser heating is p0 = µabsΓF with Γ and F
being the Grüneisen parameter and fluence of the laser beam, respectively. The temporal
profile of a PA signal depends upon the photon weight deposition map in the tissue.

Photon propagation in a tissue can be modeled using the famous radiative transfer
equation (RTE). The RTE is valid for both ballistic and diffusion regimes (< 100 µm)
[49, 61]. An approximate version of the RTE known as the diffusion equation (DE) can
also model the same faithfully when µabs << µsca. The DE is given by,
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[
ζ̂ .∇+ (µsca + µabs)

]
R(r, ζ̂) = µsca

(∫
4π

R(r, ζ̂)f(ζ̂ .ζ̂ ′)dΩ′
)

+ Σ(r, ζ̂), (2)

where, R(r, ζ̂) is the time-independent radiance; ζ and ζ ′ are the direction vectors of
scattered and incident light; Σ(r, ζ̂) is the source term. If it is assumed that, H (r, t) =
I0(r)µabse

−iωt, then one can write,

I0(r, t) =

∫
4π

R̃(r, ζ̂, t)dΩ, (3)

and

F (r) =

∫ ∞

−∞
I0(r, t)dt, (4)

here, dΩ indicates the solid angle through which scattered photons pass. Note that
R̃(r, ζ̂, t) is the time-dependent radiance; R̃(r, ζ̂, t) and R(r, ζ̂) are the Fourier transform
pairs. Equation (2) is not analytically solvable. Thus, the Monte Carlo simulation
technique is generally applied. The optical properties of the tissue (µabs, µsca and g) have
to be known for this purpose and thus, these quantities are defined in the next sections.

2.2 The discrete dipole approximation

The complete derivation of the mathematical model of the DDA can be found else where
Draine et al. [12, 14, 15]. However, the background theory has been summarized below
for the sake of completeness of this study. For a fixed target geometry in a coordinate
system x̂, ŷ, ẑ, we generate a dipole array. It aims to obtain a self-consistent set of
dipole moments Pj, (j = 1, . . . , N) so that Pj = αjEloc,j, where, αj: polarizability and
Eloc,j: local electric field at dipole point j. As noted by Purcell and Pennypacker (1973)
and Yung (1978), this can be, in terms of complex vectors, written as N simultaneous
equations of the form[40], [63]

Pj = αj

(
Einc,j −

∑
m̸=j

AjmPm

)
, (5)

Einc,j is the electric field at position j due to the incident plane wave, Einc,j = E0 exp(ik ·
rj − iωt), and AjmPm is the contribution to the electric field at position j due to the
dipole at position m:

AjmPm =
exp(ikrjm)

r3jm

{
k2rjm × (rjm ×Pm) +

(1− ikrjm)

r2jm

[
r2jmPm − 3rjm(rjm ·Pm)

]}
,

(j ̸= m).
(6)

where rjm = |rj − rm|. Equation (6) serves to define the matrices Ajm for j ̸= m. It
is convenient to define also matrices Ajj = α−1

j , so that the scattering problem can be
compactly formulated as a set of N inhomogeneous linear complex vector equations:

N∑
m=1

AjmPm = Einc,j (j = 1, . . . , N), (7)
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here, (Ajl)mi = (Alj)im, i.e, the Ajm are 3× 3 matrices symmetric.

2.3 Extinction, absorption and scattering efficiency factors

Once the polarisation Pj is known, the extinction coefficient factor for the grain is
computed from the forward-scattering amplitude using the optical theorem,[14, 50]

Qext =
4k

a2eff|Einc|2
N∑
j=1

Im(E∗
inc,j ·Pj), (8)

aeff is the effective radius of a RBC. The absorption coefficient factor is obtained by
summing over the energy dissipation rate of each dipole. By substituting P = αEinc into
Eq. (8), the extinction coefficient factor can readily be obtained from the optical theorem
as, [12]

Qext =
4k

a2eff|Einc|2
N∑
j=1

Im(P · (α−1)∗P∗). (9)

Note that for isotropic polarizability it reduces to Qext = 4πkIm(α).
Thus, the absorption coefficient factor for the entire grain is [13]

Qabs =
4k

a2eff|Einc|2
N∑
j=1

{
Im[Pj · (α−1

j )∗Pj
∗]− 2k3

3
Pj ·Pj

∗
}
. (10)

The scattering coefficient factor can, in principle, be obtained from the difference between
the extinction and absorption coefficient factors: [13]

Qsca =
k4

πa2eff|Einc|2

∫
dΩ

∣∣∣∣∣
N∑
j=1

[Pj − n̂(n̂ ·Pj)] exp (−ikn̂ · rj)

∣∣∣∣∣
2

, (11)

where n̂ is a unit vector in the direction of scattering. It is also of interest to evaluate
the scattering asymmetry parameter, g ≡ ⟨cos θ⟩, which is given by, [12]

g =
k3

πa2effQsca|Einc|2

∫
dΩ (n̂ · k)

∣∣∣∣∣
N∑
j=1

[Pj − n̂(n̂ ·Pj)] exp (−ikn̂ · rj)

∣∣∣∣∣
2

.

It varies from -1 to 1.

3 Materials and methods

3.1 Numerical investigation

3.1.1 Calculation of optical absorption coefficient and complex refractive
index

A healthy RBC typically occupies a volume of VRBC = 91.52 fL and retains 281 million
hemoglobin molecules having a molar mass of 64500 g; 66% of VRBC is water [36, 52].
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𝛌, 𝛜𝐇𝐛, 𝛜𝐇𝐛𝐎 
𝐋𝐋,𝐇, SO2 

𝐚𝐞𝐟𝐟, 𝐧𝐢
𝐑𝐁𝐂,

𝐧𝐫
𝐑𝐁𝐂, 𝐧𝐫

𝐋𝐌 DDSCAT

𝐐𝐚𝐛𝐬
𝐐𝐬𝐜𝐚
𝒈

𝝁𝐚𝐛𝐬
𝑩𝑺

𝝁𝐬𝐜𝐚
𝑩𝑺

𝒈

k-Wave
Simulation

PA Signal

MC
Simulation

Fluence
distribution

(F)Initial 
pressure

(𝒑𝟎 = 𝝁𝒂𝚪𝑭)

Figure 1. Workflow diagram illustrating the simulation pipeline implemented for
modeling various lysis levels of RBC samples in PBS and PLS suspending media.

Based on these, the optical absorption coefficient for the semi-solid medium present inside
RBC could be expressed as,

µRBC
abs = 2.303 (CHbOεHbO + CHbεHb) + 0.66µW

abs, (12)

Table 1. Tabulated values of the real (nLMr ) and imaginary (nLMi ) components of the
refractive index for the suspending lyzed media (PBS/PLS based) across different stages
of lysis.

M

PLSPBS
Blood 
sample𝝀

(nm) 𝛍𝐚𝐛𝐬
𝐁𝐒

(𝐜𝐦−𝟏)
𝐧𝐢
𝐋𝐌

(× 𝟏𝟎−𝟓)

𝐧𝐫
𝐋𝐌𝛍𝐚𝐛𝐬

𝐋𝐌

(𝐜𝐦−𝟏)
𝛍𝐚𝐛𝐬
𝐁𝐒

(𝐜𝐦−𝟏)
𝐧𝐢
𝐋𝐌

(× 𝟏𝟎−𝟓)

𝐧𝐫
𝐋𝐌𝛍𝐚𝐛𝐬

𝐋𝐌

(𝐜𝐦−𝟏)
𝐋𝐋

(%)
H
(%)

4.5560.0201.3440.0424.5450.0101.3310.021050

700

4.5560.3101.3490.5534.5450.3001.3360.533647

4.5560.6401.3541.1514.5450.6301.3421.1321443

4.5560.8601.3581.5474.5450.8501.3461.5292040

4.5561.1801.3642.1254.5451.1701.3512.1093035

6.3440.0901.3380.1266.3070.0401.3280.053050

905

6.3440.6001.3430.8306.3070.5501.3330.761647

6.3441.1901.3491.6546.3071.1401.3391.5891443

6.3441.5801.3532.1996.3071.5401.3432.1382040

6.3442.1601.3582.9966.3072.1201.3482.9403035

4.7810.2401.3370.3054.8610.3701.3270.464050

1000

4.7810.6501.3420.8124.8610.7701.3320.962647

4.7811.1201.3481.4054.8611.2301.3381.5441443

4.7811.4301.3521.7974.8611.5401.3421.9302040

4.7811.8901.3582.3714.8611.9801.3482.4943035
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where CHbO and εHbO are the molar concentration and extinction coefficient for oxy-
hemoglobin (HbO), respectively; the same quantities for deoxy-hemoglobin (Hb) are
denoted by CHb and εHb, respectively; µ

W
abs is the optical absorption coefficient for water

(https://www.omlc.in) . Accordingly, real and imaginary parts of the refractive index
for the same cellular matrix could be estimated to be [19],

nRBC
r = nMr [B(CHbO + CHb) + 1], (13)

nRBC
i =

µRBC
abs λ

4π
, (14)

respectively. Here, B: wavelength-dependent specific refractive index increment [31]. The
numerical values of these quantities for a RBC with oxygen saturation SO2 = 0.68 could be
computed to be, µrbc

abs = 9.070, 12.563 and 9.258 cm−1, nrbcr = 1.418, 1.415 and 1.417 and
nrbci = 5.050× 10−5, 9.050× 10−5 and 7.370× 10−5 at 700, 905 and 1000 nm, respectively,
assuming CHbO + CHb = 5.1× 10−3 mole/L.

The optical absorption coefficient for the extracellular matrix significantly changes in
the presence of freely suspending hemoglobin molecules, occurring because of the lysis of
RBCs. It could be estimated by evaluating the following formula,

µLM
abs =

1

(1− H+H LL)

[
H LLµRBC

abs + (1− H)µM
abs

]
, (15)

where, LL is the lysis level and H is the hematocrit (at LL = 0%) of the sample; the
subscript LM indicates PBS or PLS based lyzed medium. Table 1 displays the computed
values of µLM

abs and refractive index for a series of blood samples having different lysis levels
but with H = 0.50 and SO2 = 0.68. The same quantity for the whole blood (µBS

abs) could
also be determined as (by adding the contributions from intact RBCs and surrounding
medium),

µBS
abs = H

(
1− LL

)
µRBC
abs +

(
1− H+H LL

)
µLM
abs , (16)

subscript BS states blood sample; its numerical values are included in the same table
(columns 6 and 10 for PBS and PLS media, respectively of Table 1).

3.1.2 DDA simulation

The RBC model was designed in Blender 4.2, an open-source software. Normal RBC
looks like a biconcave disk [5, 27, 52]. Figure 2 shows the meridional cross-section
of a biconcave RBC, defined by four critical morphological parameters: the diameter
(D), the dimple thickness (t), the maximum thickness (h), and the diameter (d) of the
circle determining the location of the maximum thickness. The chosen values of that
morphological parameter were D = 8.40 µm, t = 0.85 µm, h = 2.04 µm, and d = 5.88
µm providing an effective radius, aeff = 2.79 µm.

The DDSCAT module is an open-source Fortran-based algorithm [13]. The DDSCAT
version 7.3.1 was employed, and single precision mode was used to execute the DDA
simulations. The DDSCAT simulation was configured by selecting specific options for
key parameters. Radiative torque calculations were disabled. The conjugate gradient

7 7/25

https://www.omlc.in


𝒉
𝑫

𝒕

𝒅 𝐃 = 𝟖.𝟒𝟎 𝛍𝐦 
𝐝 = 𝟓.𝟖𝟖 𝛍𝐦

𝐭 = 𝟎.𝟖𝟓 𝛍𝐦
𝐡 = 𝟐.𝟎𝟒 𝛍𝐦        

(A)

(C)(B)

Figure 2. Visualization of red blood cell (RBC) geometry. (A) Side view of the RBC
structure. (B) Dipole distribution used for electromagnetic modeling. (C) Top view
highlighting the characteristic biconcave shape.

solver was chosen as preconditioned Bi-Conjugate Gradient Stabilized. The Fast Fourier
Transforms were performed using the Generalized Prime Factor Algorithm method. The
dipole polarizability was computed using the Generalized Kernel Dipole Layered Dipole
Regularization technique. Finally, binary output files were avoided during the simulation.
The computational volume in DDSCAT was set to 230× 230× 80 voxels containing cubic
lattice points. The RBC model was discretized into approximately 1.6× 106 dipoles for
the wavelengths of interest (i.e., 700, 905, 1000 nm) using the DDSCAT-convert module
available on nanoHUB.org [see Fig. 2(B)]. The refractive indices (nr and ni) of the RBC
and the surrounding medium were determined and presented in Table 1). The error
tolerance and maximum number of iterations were set to 10−5 and 1000, respectively. A
total of 125 orientation-average was considered to yield Qabs,Qsca and g. All computations
were performed on a high-performance workstation equipped with 256 GB RAM, an
AMD Ryzen Threadripper PRO 5965WX 24-core processor (3.80 GHz), 932 GB SSD,
and 7.28 TB HDD storage. Depending on the chosen H and LL levels, µBS

abs and µBS
sca were

calculated using the formulae given below [8], [37], [36]

µBS
abs =

H

V RBC
Qabsπa

2
eff, (17)

µBS
sca =

H

V RBC
(1− H)2Qscaπa

2
eff, (18)

numerical value of g was provided by the DDSCAT as well.

3.1.3 Monte-Carlo and k-Wave simulations

The Monte Carlo Multilayered (MCML) algorithm was utilized to model photon transport
in homogeneous blood samples vis-à-vis to obtain the fluence matrix (F ) [57]. The
simulation domain consisted of a cubic tissue volume with dimensions 200× 200× 200
voxels, where each voxel was fixed to be dx× dy × dz = 0.005× 0.005× 0.005 cm3. The
optical properties (µBS

abs, µ
BS
sca, and g) at a particular wavelength of each voxel were assigned

according to Table 2, corresponding to the distinct blood sample under investigation.
We introduced ±1% random fluctuations in µBS

abs for 10% of randomly selected voxels to
introduce a little randomness, simulating a real condition. The incident laser beam had
a diameter of DB = 0.10 cm and featured a uniform lateral spatial profile along with
a delta-function temporal profile. For each simulation, 2× 106 photons were launched

8 8/25
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Table 2. DDSCAT based computation of absorption, scattering, and anisotropy coeffi-
cients across different lysis levels in an ambient environment (initial surrounding medium
was PBS or PLS).

DDSCAT
(PLS)

DDSCAT
(PBS)

𝐇 =50%,
SO2 = 68%

𝒈
𝛍𝐬𝐜𝐚
𝑩𝑺

(𝐜𝐦−𝟏)
𝑸𝒔𝒄𝒂

𝛍𝐚𝐛𝐬
𝑩𝑺

(𝐜𝐦−𝟏)
𝑸𝒂𝒃𝒔
× 𝟏𝟎−𝟓

𝒈𝛍𝐬𝐜𝐚
𝑩𝑺

(𝐜𝐦−𝟏)
𝑸𝒔𝒄𝒂

𝛍𝐚𝐛𝐬
𝑩𝑺

(𝐜𝐦−𝟏)
𝑸𝒂𝒃𝒔
× 𝟏𝟎−𝟓

LL
(%)

𝛌
(𝐧𝐦)

0.992914.52.7385.144385.00.9911017.23.0455.203389.40

700

0.993918.62.6044.810383.00.9911032.82.9274.870387.86

0.993905.12.4244.371380.40.9921040.92.7854.432385.714

0.994880.22.2874.047378.60.9921034.92.6894.107384.220

0.994816.32.0653.514375.70.993999.82.5303.572381.930

0.990773.92.3177.143534.60.989858.92.5717.214539.90

905

0.991764.32.1666.678531.70.990865.62.4536.750537.46

0.991735.31.9696.068528.10.990857.52.2976.138534.214

0.991704.21.8305.617525.50.990839.82.1825.687532.020

0.992635.81.6094.875521.20.991788.11.9944.943528.530

0.989737.02.2065.285395.50.988822.02.4615.337399.40

1000

0.989723.32.0504.940393.30.988823.92.3354.992397.56

0.990690.51.8504.487390.50.989810.02.1704.539395.014

0.990658.61.7114.154388.60.989789.42.0514.204393.320

0.990591.91.4983.606385.50.990734.61.8593.654390.630

with reflections enabled only at the top surface (z = 0), while for the side and bottom
walls, reflections were disabled. The fluence maps were generated for a specific sample at
λ = 700, 905, and 1000 nm. A schematic of the simulation setup was shown in Fig. 3 of
[37]

After calculating the fluence matrix (F ), the k-Wave toolbox was used to perform
3D acoustic simulations (Fig.1). The initial pressure rise was computed as p0 = ΓµabsF ,
where Γ = 1 for all samples. The simulation domain size was 240 × 240 × 280 with
a grid spacing of dx = dy = dz = 0.005 cm. A perfectly matched layer (PML) of
thickness 0.05 cm was employed, with an anisotropic absorption coefficient of 100 np/m
to diminish boundary reflections. A spherically focused circular aperture ultrasound
transducer (UST) with a radius of 0.05 cm was placed at (120, 120, 260) grid location.
Focal point of the transducer was fixed at the center of the computational domain
(120, 120, 100). The sensor consisted of 317 grid points, with a center frequency of 5
MHz and a 70% fractional bandwidth. The speed of sound (vs = vM = 1500 m/s) and
density (ρs = ρM = 1000 kg/m3) remained uniform throughout the computational domain.
The Courant–Friedrichs–Lewy number was set to 0.3, achieving numerical stability and
providing a time step of 20 ns. A Gaussian noise was added to the simulated pressure
signals to achieve 40 dB signal-to-noise ratio.
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3.2 Experimental procedure

3.2.1 Sample preparation

Fresh human whole blood samples were obtained from a local blood bank. All five donors
were healthy individuals aged between 25 and 40 years. The samples were collected in
vacutainer tubes containing EDTA as an anticoagulant agent. A complete report of
various blood parameters for each donor is provided in Table 3. This project was cleared
apriori by the ethical committee of the institute. For sample preparation, the blood
samples were centrifuged at ×1000 g for 15 minutes at room temperature. Blood plasma
was carefully extracted and the buffy coat layer was also meticulously discarded. The
packed RBCs were then evenly divided into two separate tubes. Plasma was poured
into one tube, while phosphate-buffered saline (PBS) was added to the other, ensuring
that both samples maintained the same hematocrit level of 50%. This procedure was
consistently followed for all donors to prepare a total of 10 samples. In the next step,
individual samples were further divided into two parts. One part was subject to complete
lysis using an ultrasound sonicator (Qsonica, XL-2000 series, 5W emission, 5-second
pulse). The lyzed solution was further centrifuged to discard the debris. The other half
was left intact. A series of lyzed samples was prepared by mixing the 100% and 0%
lyzed solutions in different ratios, achieving LL = 0%, 6%, 14%, 20%, and 30% lysis

LL: 0 % 

(A)

LL: 14 % 

(B)

LL: 30 % 

(C)

LL: 100 % 

35  m
(D)

Figure 3. The figure represents (A–D) Blood samples at the lysis levels of LL=0%,
14%, 30%, and 100%, with corresponding microscopic images of smeared samples on glass
slides. Scale bar: 35 µm.

Table 3. Summary of demographic details and hematological indices of blood donors,
showing inter-individual variability in key parameters including hematocrit (H), total
hemoglobin (THB), mean corpuscular volume (MCV), mean corpuscular hemoglobin
(MCH), mean corpuscular hemoglobin concentration (MCHC), red cell distribution width
(RDW), and red blood cell count (RBC).

RBC
(𝟏𝟎𝟔/𝝁𝑳)

RDW
(%)

MCHC
(g/dL)

MCH
(pg)

MCV
(fL)

THB
(g/dL)

H
(%)

Gender
Age
(yr)

Donor

5.6314.733.226.278.714.744.3Male281

5.1313.733.427.281.214.041.8Female322

5.4615.033.329.989.816.449.1Male353

7.0577.530.023.377.716.454.8Male404

4.2886.832.532.499.613.942.6Male355
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Figure 4. Schematic diagram of the Nd:YAG laser-based PA experimental setup.

levels. A blood sample of approximately 800 µL was placed in a cylindrical sample holder
for subsequent PA experiment. Some representative images of lyzed blood samples and
the corresponding microscopic images are demonstrated in Fig. 3. The number of cells
decreases with increasing lysis.

3.2.2 PA signal detection

The PA experimental setup is shown in Fig. 4. A Nd: YAG laser source (EKSPLA
NT352) was employed to perform the measurements. It is a solid-state, Q-switched,
tunable and pulsed laser source emitting pulses of 6 ns width at a 10 Hz repetition
frequency. This instrument is capable of emitting a range of wavelengths from 335 nm
to 2500 nm (excluding the optical range 501-659 nm, but including 532 nm). Three
prisms (P1, P2, P3) were used to guide the laser beam. The beam was shaped and focused
to a spot using an iris and a convex lens. A spherically focused ultrasound transducer
(ISR053) with a center frequency of 5 MHz, bandwidth of 70% and focal length of 25 mm
was mounted at the bottom of the sample holder. It was acoustically coupled through
water. A data acquisition card (ADLINK PCIe-9852) was used to record the captured
PA signals at a sampling frequency of 50 MHz; each signal contained 5000 samples. For
each blood sample, a total of 100 RF signals were stored. The PA measurements were
conducted at optical wavelengths of 700, 905, and 1000 nm, using optical fluences of
5.5, 19.0, and 47 mJ/cm2, respectively, to remain within the ANSI safety limits [2]. The
exact H level was determined using a micro-capillary centrifuge rotating at 8500 rpm for
2 minutes. UV-Vis spectrophotometric data were also collected for the blood samples
with 0% and 30% lysis levels between the wavelength range 500-1100 nm (PerkinElmer
Lambda 365+). The blood SO2 level was assessed utilizing measured UV-Vis data.
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3.3 Analysis of PA signals and quantification of Hb concentra-
tion and SO2 levels

The total hemoglobin concentration (THB) and oxygen saturation of a blood sample
can be assessed if PA signals are measured at two optical wavelengths by exploiting the
following formulae [23, 47],

THB =
Pp(λ1)∆ϵ(λ2) − Pp(λ2)∆ϵ(λ1)

ϵ
(λ1)
Hb ϵ

(λ2)
HbO − ϵ

(λ2)
Hb ϵ

(λ1)
HbO

(19)

and

SO2 =
Pp(λ2)ϵ

(λ1)
Hb − Pp(λ1)ϵ

(λ2)
Hb

Pp(λ1)∆ϵ
(λ2)
b − Pp(λ2)∆ϵ

(λ1)
b

(20)

respectively and ∆ϵ
(λ)
b = ϵ

(λ)
HbO − ϵ

(λ)
Hb. Here, Pp is the peak-to-peak amplitude of the PA

signal. The blood sample with highest hematocrit for each batch was considered as the
calibration sample using which the H levels were determined for other samples.

4 Results

4.1 Simulation results

Let us begin with angular scattering patterns for a healthy RBC generated by the
DDSCAT module. We considered three orientations of the scattering object as can
be visualized from Fig. 5(A)-(C). The direction of the incident light is shown in Fig.
5(A). The scattering planes are chosen perpendicular to each other, i.e., lying on the
xy and zx-planes, and the detectors are placed over 0-180o. Figure 5(a)-(c) plots the
corresponding angular distributions of scattering amplitude (S11) for 1000 nm incident
light recorded at those scattering planes. It is evident from Fig. 5(a) that the calculated
S11 for both the detection planes are overlapped since the source look identical for these
planes. Similarly, Fig. 5(b) and (c) presents that S11 curves are getting separated and
switch position because of the symmetry possessed by the biconcave shape. The µabs, µsca,
and g spectra were calculated using the DDSCAT software are plotted in Fig. 6(A)-(C)
for an optical spectral range of 400-1000 nm with H =50%, SO2 = 68%, LL = 0% and
for the PBS suspending medium.

Photon-weight deposition maps generated by the MC simulation are shown in Fig. 7
for blood samples with initial hematocrit level, H=50% and lysis levels LL=0% and 30%
for the illuminating wavelengths of 700, 905, and 1000 nm. The nominal oxygenation
level is fixed at SO2 = 68% and PBS is the suspending medium. A color bar tied to the
figure quantifies the color code. The optical parameters (µBS

abs, µ
BS
sca, and g) are provided

in each figure. The photons incident from the top surface, z = 0. It can be seen from this
figure that photons are diffused vis-á-vis penetrate less in the blood sample with LL=0%
compared to that of LL=30% [compare top and bottom rows of Fig. 7]. This is because
µBS
abs is higher at the former sample than the later one and is also true for all incident
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Figure 5. (A)-(C) The schematic diagram showing various orientations of RBC; a1, a2
and a3 are the axes associated with the object frame. The direction of the incident light
and detection planes are defined with respect to the laboratory frame, in (A). (a)-(c) The
corresponding plots of angular distribution of scattering amplitude (S11) computed at
two specific scattering planes for 1000 nm incident optical wavelength.
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Figure 6. The plots of- (A) absorption coefficient (µabs), (B) scattering coefficient (µsca)
and (C) anisotropy coefficient (g) spectra for a blood sample with hematocrit H = 50%,
SO2 = 68% and LL = 0%. The results are generated using the DDSCAT module with
PBS as the surrounding medium.

optical wavelengths. In both media, Pp values at 905 nm are higher than those at 700 and
1000 nm. Further, the lines for 700 and 1000 nm are nearly overlapping. This observation
is consistent with the fluence distribution maps (Fig. 7) and the PA signal profiles [see
Fig. 8, panels (A)–(c), left panel]. It is clear that PA amplitude drops by nearly 35% at
700 and 905 nm as the LL increases from 0 to 30% and the same value is about 39% at
1000 nm [see Fig. 9(A)]. The estimated SO2 values for PBS and PLS media are plotted
in panels (G) and (g) of Fig. 9, respectively, alongside the corresponding nominal LL
values across the same wavelength combinations. For the 700-905 nm and 700-1000 nm
wavelength pairs, the SO2 estimates remain nearly constant with increasing LL. The
corresponding PA signal profiles computed using the k-Wave toolbox for LL = 0% and
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Figure 7. Cross-sectional views of fluence distribution in PBS-based lyzed blood samples
at 700, 905 and 1000 nm for LL=0% and 30% lysis levels with SO2 = 68% and initial
hematocrit level, H=50%.

30% are shown in the left panel of Fig. 8 (A)–(C) and (a)–(c), respectively. The PA
signal strength at LL=0% is greater than that of LL=30%. Moreover, signal amplitude
is consistently stronger at 905 nm than the other wavelengths. This is attributed to
the higher values of µBS

abs at 905 nm for both LL=0% and 30% than those of the other
wavelengths, as expected. The panels (A) and (a) of Fig. 9 display how Pp varies with
lysis level ranging from 0% to 30% for PBS and PLS suspending media, respectively
at the optical wavelengths of 700, 905 and 1000 nm. The Pp exhibits an almost linear
decrease with increasing LL.
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for the experimentally measured PA signals for the sample collected from donor 1.
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Figure 9. Top row: Analysis of simulated PA signals for the assessment of blood
oxygenation, hematocrit and lysis levels. Rows 2-6: Analysis of experimentally measured
PA signals for five different donors (see Fig. 3 for details) and quantification of the same
parameters (mean±std) using the dual wavelength protocol.
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The maximum estimation errors in PBS are approximately 1.6% and 3.6% for these
pairs, respectively. In PLS medium, the corresponding errors are 2.6% and 3.9%, re-
spectively. These values are tabulated in Tables 5 and 4 columns 4, 5 and 7, 8; rows
3-7. The SO2 levels assessed using the 905-1000 nm combination have demonstrated
significant fluctuations (data not shown). Logically, this combination is not suitable
for the estimations of SO2, H, and LL, as both wavelengths lie on the same side of the
isosbestic point at 800 nm. Accordingly, results for this combination are not shown in
Fig. 9.

The estimated H exhibits a linearly decreasing trend as shown in Fig. 9, panels (M)
and (m), for PBS and PLS media, respectively, across the same LL range and wavelength
combinations. The highest estimation errors in PBS are approximately 8.2%, and 10.9%
for the same wavelength pairs as mentioned earlier, respectively. In PLS medium, the
respective errors are 10.2%, and 8.4%, respectively. In contrast, Fig. 9, panels (S) and
(s) reveal that evaluated LL rises linearly with nominal LL for PBS and PLS media,
respectively. The estimation error increases as LL grows. In PBS, the average LL
estimation errors are approximately 13.1%, and 19% for the 700-905 nm and 700-1000
nm combinations, respectively. Similarly, in PLS medium, the same errors are 18.1% and
22.3%, respectively. These values are detailed in Tables 5 and 4, columns 2, 3 and 2, 6;
rows 3-7.

4.2 Experimental results

Some representative experimentally obtained PA signals at 700, 905 and 1000 nm wave-
lengths and for LL= 0% and 30% are plotted in Fig. 8 (D)-(F) and (d)-(f). The PA
signal amplitude at LL=30% is less compared to that of 0%, as also seen in simulations
(left panel of Fig. 8). In general, PA signal strength is higher at 905 nm than the other
wavelengths.

Figure 9, panels (B)–(F) and (b)–(f), presents the impact of RBC lysis on peak-to-
peak amplitude (Pp, mean ± std) for two different suspending media, at three different
incident optical wavelengths and for blood samples collected from five different individuals
(elaborated in Table 3). The lysis level is gradually altered from LL=0 to 30%. The
experimental values of Pp show a linear decrease with increasing LL. More specifically,
approximately 35, 25 and 24% reduction of PA amplitude can be seen at 700, 905 and
100 nm wavelengths for donor 1 [see Fig. 9(B)].

The SO2 levels estimated from experimental data do not exhibit any noticeable
variation though LL has been changed from LL=0 to 30% as shown in Fig. 9(H). This
trend is followed for both wavelength combinations and in both PBS and PLS suspending
media [see Fig. 9, panels (H)–(L) and (h)–(l)]. The computed values of blood SO2 are
also inserted in Tables 5 and 4, columns 5 and 8, rows 8-32. In order to validate our
findings, the same quantity has also been determined from the optical absorbance spectra
measured using a UV-Vis spectrophotometer and the corresponding values are included
in columns 4 and 7, Tables 5 and 4. The average SO2 estimation errors can be found to
be around 14.8%, 11.5% for 700-905 nm and 10.2%, 6.0% for 700-1000 nm wavelength
pairs in PBS and PLS media, respectively. The first combination clearly shows a little
better accuracy than the later wavelength pair. Note that PA method seems to facilitate
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physiologically meaningful estimation of the blood SO2 level since venous blood samples
were collected from healthy individuals for which SO2 level lies roughly between 60–80%.

The assessed H decreases linearly as LL increases [see Fig. 9, panels (N)-(R) and
(n)-(r)]. It is clear from these figures that the PA method works very well up to LL≤ 10%.
However, its deviation from the veridical line becomes pronounced at higher LL values,
particularly at LL= 30%. for the wavelength combinations 700-905 nm and 700-1000 and
for both PBS and PLS media across all five donors.

The estimated LL values also vary linearly with nominal LL levels as depicted in Fig.
9, panels (T)-(X) and (t)-(x) and Tables 5 and 4, columns 2, 3, 6 and rows 3-32. As
expected, the mismatch between the evaluated and the actual values appears prominent
at higher lysis levels, specifically at LL=30%. In general, measured data for donor 5
demonstrate a larger variability compared to the remaining donors.

5 Discussion

One of the primary contributions of this study is the adoption of the biconcave shape
of RBCs, as opposed to the commonly assumed spherical geometry. The DDA method
was employed to compute the absorption and scattering coefficient factors as well as
the anisotropy factor for a single RBC. These parameters were evaluated for various
surrounding media (PBS, PLS, PBS/PLS based lyzed media). Subsequently, optical
parameters, namely, µBS

abs, µBS
sca and g were estimated for different blood samples.

These parameters control photon propagation vis-á-vis PA emission from a tissue. DDA
provides highly accurate results, but it is computationally intensive and time-consuming.
For example, for a single RBC with 125 orientational average, computation time was
approximately 3.3 hours at 1000 nm, whereas the time requirement was about 12 hours
at 450 nm. Therefore, the computational challenge intensifies at lower wavelengths.
It is worthy to point out that the number of dipoles used in this study was about
16 × 105 at 1000 nm and 90 × 105 at 450 nm. The DDA method may not be suitable
to numerically quantify the optical parameters of blood samples containing clots or
aggregates arising from multicellular interactions. Therefore, alternative methods are
needed to efficiently estimate these parameters in such complex biological systems.
MC simulations—especially GPU-accelerated versions like MCX—are widely used for
estimating bulk optical properties in turbid media [18]. Finite-difference time-domain and
finite element method approaches offer full-wave and multiphysics capabilities, making
them well-suited for complex or heterogeneous tissues [53], [24]. These alternatives enable
scalable and practical optical modeling beyond the scope of DDA.

The numerical values of absorption coefficient, µBS
abs, of the blood samples at different

lysis levels considered in this study were calculated using Eq. (16) and are tabulated
in Table 1, columns 7 and 11, rows 3–17. The absorption values remain constant
across all lysis levels at each wavelength. This is because light absorption depends
on the total hemoglobin concentration, which does not change with lysis as the initial
hematocrit remained fixed at H=50%. The calculated values of µBS

abs provided by the
DDSCAT algorithm look very interesting (see Table 2, columns 4 and 9; rows 3-17).
It decreases with increasing lysis level. This behavior essentially supports a fact that
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Table 4. A comprehensive comparison of numerically and experimentally evaluated SO2

values and lysis levels (LL) at the dual wavelengths of 700-905 nm.

PLSPBS

Blood 
Sample

Estimated 
𝐒𝐎𝟐 (%)

[PA]

Estimated 
𝐒𝐎𝟐 (%)
[UV-Vis]

Estimated
LL
(%)

Estimated 
𝐒𝐎𝟐 (%)

[PA]

Estimated 
𝐒𝐎𝟐 (%)
[UV-Vis]

Estimated
LL
(%)

LL
(%)

68.368.00.067.968.00.00

69.068.08.066.968.07 .06

69.368.016.0 68.368.016.014

69.868.024.0 67.668.023 .020

68.368.037.0 67.568.036 .030

67.0±6.043.01.0±3.566.0±8.043.0-1.0±3.60

68.0±7.00.05.0±2.567±10.00.08.0±𝟒.𝟐6

73.0±9.00.012.0±3.568.0±8.00.011.0±2.614

75.0±8.00.020.0±2.771.0±7.00.016.0±4.020

76.0±12.046.029.0±2.172.0±9.046.026.0±4.130

66.0±5.043.00.0±3.558.0±12.043.04.0±2.80

64.0±6.00.09.0±3.258.0±8.00.02.0±4.26

66.0±6.00.014.0±3.261.0±12.00.013.0±3.914

67.0±10.00.018.0±2.765.0±7.00.018.0±2.320

66.0±9.043.036.0±2.274.0±8.043.031.0±3.330

67. 0±11.045.00.0±4.258.0±8.045.03.0±7.30

67.0±8.00.06.0±4.662.0 ±8.00.05.0±5.96

68.0±11.00.011.0±3.364.0±9.00.015.0±4.014

67.0±10.0 0.016.0±2.758.0±6.00.030.0±1.420

68.0±6.044.027.0±3.058.0±6.044.038.0±1.930

55.0±6.044.01.0±2.259.0±9.044.0-2.0±4.90

54.0±13.00.05.0±2.857.0±7.00.07.0±2.36

53.0±8.00.017.0±4.955.0±8.00.016.0±1.914

54.0±8.00.020.0±1.359.0±6.00.021.0±0.620

57.0±12.044.035.0±2.058.0±7.044.028.0±2.230

55.0±11.045.0-6.0±4.057.0±11.045.0-2.0±5.80

61.0±6.00.010.0±1.562.0±6.00.08.0±2.26

62.0±10.00.022.0±2.460.0±9.00.023.0±2.614

66.0±5.00.025.0±2.159.0±10.00.030.0±1.620

68.0±9.041.031.0±1.562.0±7.041.039.0±2.830
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photons might have undergone multiple reflections inside erythrocytes (due to the presence
of cell membrane) [42]. Notably, as RBCs experience lysis, the sample became more
homogeneous, leading to a reduction in the scattering coefficient (µBS

sca) and an expected
increase in the anisotropy factor (g). These variations can also be seen from Table 2,
columns 6, 7; 11, 12; rows 3-17). The changes of µBS

abs, µ
BS
sca and PA amplitude with RBC

lysis (columns 1 and 2 of Fig. 9) are consistent with published results (see Fig. 10 of
[42]).

It may be noted that RBCs undergo progressive biochemical and structural changes
during storage, such as ATP depletion, increased membrane rigidity, oxidative stress, and
ion imbalance. These changes make them more prone to lysis. Factors such as storage
temperature, additive solutions, and leukoreduction significantly affect RBC viability.
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Table 5. Detailed tabulation of the estimated SO2 values and lysis levels (LL) determined
via numerical and experimental investigations using the wavelength pair of 700-1000 nm.

PLSPBS

Blood 
Sample

Estimated 
𝐒𝐎𝟐 (%)

[PA]

Estimated 
𝐒𝐎𝟐 (%)
[UV-Vis]

Estimated
LL
(%)

Estimated 
𝐒𝐎𝟐 (%)

[PA]

Estimated 
𝐒𝐎𝟐 (%)
[UV-Vis]

Estimated
LL
(%)

LL 
(%)

70.368.0-1.070.5 68.00.0 0

70.668.08.0 70.068.07.06

69.968.018.0 69.868.018.0 14

70.468.026.0 69.468.025.0 20

70.768.036.0 68.868.038.0 30

72.0±6.058.03.0±2.470.0±6.058.02.0±4.00

74.0±5.00.05.0±2.573.0±7.00.05.0±2.66

77.0±7.00.016.0±3.673.0±5.00.011.0±2.514

78.0±6.00.025.0±3.276.0±5.00.017.0±2.720

75.0±8.061.039.0±2.775.0±6.061.029.0±2.830

74.0±5.059.03.0±2.470.0 ±8.059.03.0±3.80

75.0 ±4.00.07.0±2.768.0±4.00.07.0±3.86

76.0 ±3.00.015.0±3.972.0 ±8.00.013.0±3.414

74.0 ±8.00.024.0±𝟐.𝟐72.0±6.00.025.0±1.520

71.0 ±7.058.043.0±1.676.0±5.058.042.0±1.730

72.0 ±8.062.01.0±4.870.0±7.062.0-1.0±5.00

73.0 ±4.00.04.0±2.469.0 ±7.00.08.0±5.06

71.0 ±9.00.014.0±3.471.0±6.00.019.0±3.514

72.0±6.00.017.0±2.568.0 ±3.00.030.0±1.620

72.0±5.058.027.0±2.367.0 ±6.058.040.0±1.430

56.0±3.062.03.0±2.463.0±7.062.00.0±3.70

57.0±7.00.03.0±5.963.0±4.00.04.0±1.96

55.0±6.00.016.0±3.163.0±5.00.010.0±3.614

52.0±5.00.024.0±3.267.0±3.00.016.0±2.120

58.0±7.057.034.0±3.466.0±4.0                                                                     57.023.0±2.530

61.0 ±7.060.0-6.0±6.158.0±7.0 60.0-4.0±4.50

65.0 ±5.00.012.0±1.959.0 ±4.00.010.0±1.56

67.0 ±8.00.023.0±3.357.0±5.00.024.0±3.314

63.0 ±4.00.036.0±1.856.0±6.0 0.032.0±2.620

67.0 ±7.061.040.0±2.160.0±6.0 61.039.0±2.730
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Additionally, exposure of phosphatidylserine and hemoglobin release due to lysis can
trigger inflammation and transfusion-related complications, emphasizing the need for
proper storage and monitoring of blood bags [21, 62]. The methodology reported herein
may find an application to examine the health of stored blood. As found, 700-905 nm
or 700-1000 nm wavelength pair may be utilized for simultaneous quantification of the
oxygenation, hematocrit and lysis levels of such blood samples. Attempts will be made
in future to achieve this end.

The technique may be further developed to quantify the lysis levels in vivo which
may be useful for monitoring patients. Note that this method can accurately quantify
the lysis level when the initial hematocrit is known. In practice, it is unlikely to have
the knowledge of H before hand. This challenge may be solved using machine learning
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(ML), deep learning (DL) and artificial intelligence (AI) approaches, which may enable
accurate and concurrent estimations of H, LL and SO2 in vivo.

6 Conclusions

The study investigates lysis process of RBCs using both numerical and experimental tools
involving PAs. The DDA effectively captured the structural effects of RBCs, despite
initial refractive index calculations did not incorporate cellular features. The estimation
accuracy for H reached up to 90% for 700-905 nm and 700-1000 nm wavelength pairs up
to LL=14%. Interestingly, SO2 remained relatively stable across the LL range of 0-30%.
The nominal and predicted LL levels are found to be strongly correlated with correlation
coefficient ≈ 90%. Among all tested combinations, the wavelength pairs 700-905 and
700-1000 nm have been found to be optimal for the simultaneous determination of H, LL
and SO2 parameters of blood samples in practice.
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