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Machine to Machine (M2M) Services

* Machine to Machine refers to networking of machines
and devices for the purpose of remote monitoring and
control and data exchange.

e M2M service refers to solutions that focus on remote
collection and transfer of data from embedded sensors
placed on remote assets that are fixed or mobile.

« Smart mobile devices are used to interact and control
various machines ( devices ) using M2M technology.

Internet of Things
Instructor : Dr. Bibhas Ghoshal



Machine to Machine (M2M) Technology

M2M area network comprises of machines (or M2M nodes) which have embedded hardware modules
for sensing, actuation and communication.

Communication technologies used in M2M area network are Zigbee, Bluetooth, 6LoOWPAN, IEEE
802.15.4. They use proprietary or non-IP based protocols

Communication network provides connectivity to M2M area network

Communication network uses IP based connectivity protocols
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Machine to Machine (M2M) Gateway

Since non-IP based protocols are used within M2M area networks, the M2M nodes within one network
cannot communicate with nodes in an external network

To enable the communication between remote M2M area networks, M2M gateways are used.

M2M Area Networks:
Bluetooth

ZigBee
802.15.4
GloWPAN M2M Gateway
M-Bus, Wireless M-Bus
uwe Virtual Node
ModBus
Z-Wave ’ Native Protocol -
Protocol Translation Rroxy
Virtual Node
M2M Node " Native Protocol Prox e
Protocol Translation ¥
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Machine to Machine Vs. loT

M2M

10T

FPoint-to-point connectivity .
frequently includes customer-site
gear.

Many devices connect to networks

via cellular or cable connections.

Designed for small scale projects .

M2M devices do not always need .

to be connected to the internet

Because devices must adhere to .
the same communication
protocols, integration choices are

limited.

A network consists of both remote
and local devices that transmit
information via IP.

The data delivered is through a cloud-

based intermediary layer.

Can usually be scaled forlarge

projects

In most circumstances, devices need

continuous intermet access.

There are endless integration
possibilities, but you'll need a platform
that can handle all of your

communications.

Source: Internet
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Machine to Machine (M2M) Service Provision
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Architecture for IoT Using Mobile Devices

Architecture for I1oT using mobile devices

Ref: The Internet of Things, Enabling Technologies, Platforms and Use Cases: Pethuru Rajand Anupama C. Rajan, CRC Press
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Mobile Technologies for Supporting loT

Ecosystem

Reguirements of mobile network to support IoT devices :

1. Support for massive number of devices(10-100 time more)

2. Support for high data rate ( 10-100 time more data rate)

3. Reduce latency between end-to-end devices

4. Provide consistent quality of experience (QoE)

5. Reduce capital operation cost

Key features in 5G networks in order to cater to the above

Reguirements :
1. Software Defined Networking (SDN)
2. Network Function virtualization
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Software Defined Networking

Networking architecture that separates the control plane (network control) from
the data plane ( network devices) and centralizes the network controller ( data

embedded into the controller).

Separation of control enables network services to be abstracted from the underlying components and
helps network to be treated as logical entity

SDN controllers maintain a unified view of the network and make configuration, management and
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The Internet’s Landscape

Innovation in Applications ~—
PP Q

You L)

Innovation in Technologies

Stagnant Internet Protocols TCPIIP, BGP, DNS, OSPF
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Where Is the Problem ?

Traditional Computer Networks

A plane is an abstract conception of where

_ W certain processes take place.

Management plane: o e

Configuration ’—'fij%h /

Control plane: ' : Control plane : how packets are forwarded;
Distributed Ex: process of creating routing tables
algorithms

Da;a pklartwe: Data plane : how packets should forwarded;
dCke . . .
streaming Ex: access control, traffic monitoring
Management plane : collect, measure and
Proprietary software and vendor-specific configuration interfaces configure equipments

1. Closed equipment - Software bundled with hardware ; Vendor specific interfaces

2. Over Specified

3. Few people who innovate
4. Operating a network is expensive
5. Buggy software in the equipment
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Separating the Control and Data Plane

Vendors provide the hardware ( data plane ) and we decide
control plane by writing custom logic - software

Traditional Network Software-Defined Network
P
rogrammable ... iir
\ HﬂchinE“‘-\.‘
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Why SDN?

Virtualization: Use network resource without worrying about where it is
physically located, how much it is, how it is organized, etc.

Abstraction = Virtualization.
Orchestration: control and manage lot of devices with one command.
Programmable: able to change behaviour on the fly
Dynamic Scaling: able to change size, quantity

Virtualization = Scaling

Automation: minimize manual involvement - Troubleshooting, Reduce
downtime, Policy enforcement

Internet of Things
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Why SDN?

* Visibility: Monitor resources, connectivity

* Performance: Optimize network device utilization, Traffic
engineering/Bandwidth management, Capacity optimization, Load
balancing, High utilization, Fast failure handling

* Service Integration: Load balancers, firewalls, Intrusion

Openness: Full choice of “How” mechanisms

= Abstraction:
Abstract = Summary = Essence = General Idea = Hide the details

Define tasks by APIs and not by how it should be done.
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SDN Controller

An application that manages flow control to enable intelligent networking

They are based on protocols such as Open flow that allow servers to tell

switches where to send packets

<« - — - —=>» Control Plane
Data Plane

Computing
resources

Northbound Interfaces
Java API OSGi Python API RESTful
Core services
§ Topology Manager Packet Handler
e Eastbound/
Network ; Westbound
Configuration Device Manager Interfaces
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Open Flow

* Protocol for controlling the forwarding behaviour of ethernet switches in a SDN
» Specifications maintained by Open Networking Forum

OpenFlow switch Basic OpenFlow: How Does it Work?

+ Controllermanages the traffic (network flows) by
manipulatingthe flow table at switches.

OpenFlow controller : _ * Instructions are stored in flow tables.
Network Applications + When packet arrives at switch, match the header

ssL
) : fields with flow entries in a flow table.
ﬁ W MAC Routing BN Load + If any entry matches, performs indicated actions

Learning | Algorithms Deteeon Balancer and update the counters.

( S L ) . System |

andivane t‘M o LP Eﬂ s tfpn Ih(tion . * If Does not match, Switch asks controller by
| re st [sre part_fipol | [ T J sending a message with the packet header.
2 = i 5078 ¥ 1. puill 2

software

Flow Table (has 3 sections)

iCommunicate via ) FLOW TABLE
H RULE | ACTION | STATS

i secure Channel

£ Flowtahle§ | Packet + counters
} e————

1. Forward packet to port(s)

2. Encapsulate and forward to controller
3, Drop packet
4. Send to normal processing pipeline

Data Plane

Switth MAC = MAC | Eth | VLAN | IP | P | TCP | TCP
port | src | dst _Iypei D i‘;n: dst | psrc | pdst
! e, 1 L

Match the packet header

Zodiac FX Open Flow SDN switch
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Network Function Virtualization ( NFV )

Network Function Virtualization (NFV) is a technology that leverages
virtualization to consolidate the heterogeneous network devices onto industry
standard high volume servers, switches and storage.

Example : Virtual firewalls, load balancers, WAN accelerators, intrusion
detection services

NFV can provide the infrastructure on which SDN can run.

_ Virtual Network Functions

NFV

NFV Infrastructure Management
virtual ‘ Virtual [ Virtual ' &

Compute | Network | Storage | Orchestration

| Virtualization Layer

Compute ‘ Network ‘ Storage

Internet of Things, Bahga and Madisetty. Book website : http://www.internet-of-things-book.com
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Key Elements of NFV

Virtualized Network Function (VNF) : VNF is a software implementation of a
network function which is capable of running over the NFV Infrastructure (NFVI)

* NFV Infrastructure (NFVI) : NFVI includes compute, network and storage
resources that are virtualized.

* NFV Management and Orchestration : NFV Management and

Orchestration focuses on all virtualization-specific management tasks and covers the
orchestration and life-cycle management of physical and/or software resources that support the
infrastructure virtualization, and the life-cycle management of VNFs.

Internet of Things, Bahga and Madisetty. Book website : http://www.internet-of-things-book.com
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5G Architecture

High Frequency Band - Propagation Loss, Limited coverage Ex: Small cells
Solution : Small cells are overlaid on the coverage of large cells ( operating at low
frequency band)

Problem : Frequent control signalling between small cells and large cells in a
heterogeneous network

Solution : Control ( C-plane) and User plane ( U-Plane) Decoupled Architecture;
C-Plane at low frequency bands and U-Plane at available high frequency bands.
This improves the efficiency of 5G architecture

Salient features of new 5G architecture :

1. Presence of 2 logical layers

2. Dynamic deployment of scaling network functions of the network cloud using
SDN and NFV

3. Lean protocol stack by removing redundant functionalities
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Energy Harvesting for Power Consumption in

loT Systems

Processing
and control
4

Rl Memory

Ambient Energy Power
energy harvesting = management
device

Enerpy
storage

Communication

Actuators

----------

Sensors

Energy Harvesting in WSN
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LPWAN Technologies

Low Power Wide Area Network ( LPWAN ) - Suitable for connecting devices
that send small amounts of data over a long range with better battery efficiency
Ex : sensors

Key Features :

Long Range Communication — support nodes at distance of > 10 km from gateway
Low Transmission Data Rate - < 5000 bits of data / sec

Low Power Consumption — long battery life ( ~ 10 years)

Suited For:
Fixed, medium to high density connections
Long life, battery powered applications
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Bandwidth Requirements of

LPWAN Network Topologies

802.11ac
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LPWAN Network Topologies
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LoRaWAN

High

Bandwidth

Low

Short

Range
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