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Electronic Products

   Basic building blocks for   most of the  
electronic products are VLSI devices
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Some Applications
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Issues Involved in Designing State-of-  
             the-art VLSI devices

 Low Cost

 High speed

 Flexibility

 Low Power consumption



But Why Flexibility?
To add more features without changing the 

basic hardware
       ----- Which leads to faster time to market
                 -------- reaches the  customer with a  

cost     
                              effective solution  
                                   because
  long product development cycle can be largely 

reduced
  thereby reducing the product development 

cost08/18/08 6



How the Flexibility can be 
achieved?

By incorporating programmability  in the 
hardware

  But Microprocessors/ DSP Processors are 
Programmable Processors  and available off-
the self.

                             Then??????
  Microprocessors/DSP Processors   are  based 

on Von-Neumann architectural concept where 
a given application( Program) is stored in the 
memory in sequential fashion and is executed 
sequentially!!!!

Monday, June 8, 2009 WBUT 7



Contd.
So, these Von-Neumann Processors fail to 

exploit the concurrency in the algorithm even 
though they offer flexibility.

    --------   Thus performance is not achieved for 
many applications especially where high 
speed is required.

  This leads to an alternative solution where,
  Speed of the hardware can be achieved 

retaining the flexibility of the software( 
programmability). Monday, June 8, 2009 WBUT 8



Programmable Hardware
 

Programmable hardware offers  a balance between 
flexibility and efficiency

                        

                              because 

Potential  concurrency in the algorithm can be     
exploited by  directly  mapping the algorithm onto 
architecture 
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FPGA ARCHITECTURE
FPGAs consist of three major resources:

Configurable Logic blocks (CLB)

 Routing blocks ( Programmable Interconnect)

I/O blocks
Other Resourcs:
   1.Memory 2.Multipliers   3.Global clock buffers  

4.Boundary scan logic



EXAMPLE 
ARCHITECTURE 
    ( XILINX VIRTEX II)



Structure of a CLB
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Structure of a Slice
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Look Up Table
A LUT (Lookup table) is  memory array

A 4-input AND gate is replaced by a LUT that has four 
address inputs and one single bit output with 16 one bit 
locations

Location 15 would have a logic value ‘1’ stored, all others 
would be zero

LUT’s can be programmed and reprogrammed to change the 
logical function implemented



Look Up Tables (LUTs) to 
implement Combinatorial 
Logic
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Flexible Sequential Elements

D
S

Q

CE

R

D
PRE

Q
CE

CLR

D
PRE

Q
CE

CLR

FDRSE_1

FDCPE

LDCPE



FPGA(Virtex XC9500)    
Configuration
Configuration bit-streams are normally stored in 

EPROMs/EEPROMS/Flash memories because they are 
available in greater storage capacities than serial PROMs.

A parallel PROM stores data as an addressed byte which is 
accessed by an address bus.

There are different modes to configure the FPGAs.The 
SelectMAP configuration mode utilizes an 8 bit 
configuration bus and 7 control signals for synchronization 
and   handshaking of data



Configuration using ‘Select 
MAP’           
                        Mode 



        Signal Lines
 D7...D0 : The D7 through D0 pins comprise the 8 bit bidirectional data bus.
 CCLK: The CCLK is the configuration clock input signal used by the internal 

configuration logic.
 PROG:  The PROG input signal resets the internal configuration logic and re-

initializes the internal configuration memory.
 DONE: The DONE output indicates the completion of configuration and the 

beginning of the Startup sequence.
 INIT:The bidirectional open-drain INIT pin is used to hold off configuration 

initialization, and it indicates when CRC errors occur in the configuration data.
 WRITE: The WRITE input is a write strobe that must be asserted and held 

throughout the loading of data.
 BUSY: The BUSY open-drain output indicates whether the current  byte is 

being loaded or ignored.
 CS: The CS input is the Chip Select signal used to enable the FPGA to be 

sensible of the SelectMAP interface.
 M2 M1 M0:
 The MODE pins M<2:0> must be set to indicate which configuration mode will 

be used. For SelectMAP configuration these must be <110>.



Configuration Process Steps :
   1.Reset the Configuration Logic:

    If configuration is to follow power-up, or a 

     recycling of the power source, then the configuration logic 
will become active already initialized.

     However, if the FPGA is to be reconfigured without the 
recycling of power, then the PROG input must be asserted 
Low for at least 300ns to reset the configuration logic.

    



Continued…
2.Time-out Start of Configuration:
    After the release of the PROG input, or the powering up of 

the FPGA, the INIT output stays Low while the internal 
configuration memory is automatically cleared.

    Configuration may begin as soon as INIT has gone 
High.The FPGA may ignore as much as the first three clock 
cycles of data; however, a Virtex Bit-Stream is padded with 
8 dummy bytes at the beginning of the data stream to 
account for this.



Continued…
     3.Loading Configuration Data:

     To begin configuration, the WRITE and CS inputs must be 
asserted Low and held. Each byte is loaded on the rising 
edge of CCLK. If BUSY was Low during the CCLK 
transition then the byte was accepted. If it was High then the 
byte was ignored and must be reloaded on the next clock 
cycle.

    BUSY is a synchronous signal; Therefore, CCLK can not be 
suspended until the BUSY is de-asserted. For configuration 
clocks below 50MHz the BUSY can be ignored entirely, and 
removed from the interface design.



Continued…
4.End of Configuration:

     The DONE output transitions High to indicate the end of configuration 
and the beginning of the startup sequence. During the startup sequence 
the D7...D0, WRITE, BUSY, INIT, and CS pins all become user IO. If 
any of these pins are used by the configured design, then any driving 
source used only for configuration purposes must be disabled so as not 
to contend. Depending on the startup options selected in BitGen, 
completing the startup phase will require as much as 8 CCLK cycles 
after DONE has transitioned High. 
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Partial Reconfiguration
   1) Partial reconfiguration is the ability to reconfigure select areas 
of an FPGA anytime after its initial configuration. We  can do this 
while the design is operational and the device is active (known as 
active partial reconfiguration) or when the device is inactive in 
shutdown mode (known as static partial reconfiguration).
    Xilinx supports two basic styles of partial reconfiguration: 
module-based and difference-based. Module-based partial 
reconfiguration uses modular design concepts to reconfigure large 
blocks of logic. The distinct portions of the design to be 
reconfigured are known as reconfigurable modules.
   Because specific properties and specific layout criteria must be 
met with respect to a reconfigurable module, any FPGA design
intending to use partial reconfiguration must be planned and laid 
out with that in mind.
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3) Difference-based partial reconfiguration is a method of 
making small changes in an FPGA design, such as
changing I/O standards, LUT equations, and block RAM 
content. 

4) There are two supported ways to make such design changes: 
at the front end or the back end. Front-end changes can be done 
by  HDL or schematic. We must re-synthesize and re-
implement the design, creating a new placed and routed native 
circuit description (NCD) file. Backend modifications are made 
in FPGA Editor, a GUI tool within ISE™ software
used to view/edit device layout and routing.

Continued…
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5. Partial reconfiguration can be  implemented by  a basic 
controller to manage the reconfiguration of an FPGA. This 
could be in the form of an embedded or external processor.

Continued…
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6) Xilinx offers a suite of processor solutions. The PicoBlaze™ 
and MicroBlaze™ soft-core processors both support the Spartan 
and Virtex families. The Virtex-II Pro FPGA embodies the hard-
processor solution with the integration of an IBM PowerPC™ 
405 32-bit RISC processor into the FPGA. Now, with the 
introduction of the Virtex-4 FX platform FPGA, Xilinx has 
increased processing power by introducing two PowerPC 405 
processor cores in a single device (see Table 1).

Continued…



Benefits
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 Increased system performance:Although a portion of the 
design is being reconfigured, the rest of the system can continue 
to operate. There is no loss of performance or functionality with 
unaffected portions of a design – no down time. It also allows for 
multiple applications on a single FPGA. Configuration latency 
decreases substantially. 
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3) The ability to change hardware. Xilinx FPGAs can be
updated at any time, locally or remotely. Partial reconfiguration 
allows us to easily support, service, and update hardware in the 
field.

4) Hardware sharing. Because partial reconfiguration allows
 to run multiple applications on a single FPGA, hardware
sharing is realized. Benefits include reduced device count, 
reduced power consumption, smaller boards, and overall lower 
costs. 

Continued…
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5) Shorter reconfiguration times . Configuration time is 
directly proportional to the size of the configuration bit 
stream. Partial reconfiguration allows us to make small 
modifications without having to reconfigure the entire 
device. By changing only portions of the bitstream – as 
opposed to reconfiguring the entire device – the total 
reconfiguration time is shorter.

Continued…



Applications
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1) Partial reconfiguration is the cornerstone for power-efficient, 
cost effective  software-defined radios (SDRs). Through the JTRS 
Program, SDRs are becoming a reality for the defense industries 
as an effective and necessary tool for communication. SDRs 
satisfy the JTRS standard by having both a software-
reprogrammable operating environment and the ability to support 
multiple channels and networks simultaneously.
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2) Figure 1 shows a three-channel SDR modem supporting a 
Software Communications Architecture Core Framework (SCA CF), 
as mandated for JTRS. Current implementations of SCA enabled 
SDR modems with multiple channels require multiple sets of 
processing resources and a dedicated set of hardware for each 
channel. The more channels SDR must support, the more dedicated 
resources needed. This aversely affects space, weight, power 
consumption, and cost.  
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3) With partial reconfiguration, the ability to implement an 
SDR modem using shared resources is realized, as shown in
Figure 2. A shared resources model enabled by partial 
reconfiguration of an FPGA to support multiple waveforms can 
be supported by the SCA as mandated by JTRS. FPGA 
implementations of SDR, with partial reconfiguration, results in 
effective use of resources, lower power consumption,
and extensive cost savings.
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4) Partial reconfiguration can also be used in many other 
applications. Another example is in mitigation and recovery from 
single-event upsets (SEU). In-orbit, space-based, and extra-
terrestrial applications have a high probability of experiencing
SEUs. By performing partial reconfiguration, in conjunction with 
read back, a system can detect and repair SEUs in the 
configuration memory without disrupting its operations or 
completely reconfiguring the FPGA. (Read back is the process of 
reading the internal configuration memory data to verify that
current configuration data is correct.) 

Continued…
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The capabilities and benefits offered by partial reconfiguration 
reach across many industries and applications. Leverage partial
reconfiguration by using Xilinx FPGAs in our next design, the 
only truly partially reconfigurable devices. We can take 
advantage of any of its benefits, from remote hardware
upgrading to on-chip hardware sharing, and give your designs 
the reconfigurability advantage.

Capabilities & Benefits



FPGA Design Cycle 
Define a new project and enter the design using VHDL, 

Verilog or AHDL languages. Design can also be entered 
using Schematic diagrams that can be translated to any 
HDL

Compile and simulate the design. Find and fix timing 
violations. Get power consumption estimates and perform 
synthesis

Download the design to the target FPGA board.



Downloading the Design

Once the FPGA based design is verified, the program  
can be downloaded to an FPGA chip using the design 
tool

 

Designs can be downloaded using parallel port or USB or 
Ethernet or JTAG port



FPGA Design Flow

Synthesis
  - Translate Design into Device Specific Primitives
  - Optimization to Meet Required Area & Performance 
Constraints

Design Specification

Place & Route
  - Map Primitives to Specific Locations inside
    Target Technology with Reference to Area   
     &  Performance Constraints
  - Specify Routing Resources to Be Used

Design Entry/RTL Coding
    - Behavioral or Structural Description of 
Design

RTL Simulation
  - Functional Simulation
  - Verify Logic Model & Data Flow 
               (No Timing Delays)
  

LE
M512

M4K I/O



Re-Configurable Architecture 
…   
A new Computing Paradigm 

     What is Configurable Computing?

 Programming/Configuring  highly tuned  hardware circuits  to  
provide the functionality needed for specific task

 Program  or Structure  the  hardware  to  directly implement the 
native operations required by  the    applications and  also to  
exploit  the  concurrency  inherent in the computation



Reconfigurable Computing 
 It is the manipulation of the logic within a  “programmable 

hardware” device   at  run time.

 the design of the hardware will change  in response to the 
demands placed  upon the system while it is running.

                                           
                                         

            Advantages :  
            
                                   i) Speed of  hardware 
                                                              
                                  ii) Flexibility of Software



Advantages of Reconfigurable 
Computing

 Ability to execute larger hardware designs with fewer gates 
and to realize the  flexibility of  software based solutions 
while retaining the execution speed of more traditional 
hardware based approach.

 Lower system cost
 Reduced time to market 
  Incremental design flow
 Effective hardware utilization



Some of the important features 
….

 ON-THE- FLY RECONFIGURIBILITY

 PARTIAL RECONFIGURIBILITY



FPGA – The Basic Building 
Block for Re-Configurable 
Computing
FPGA( Field-Programmable Gate Arrays) 

 Is a basic building block for Reconfigurable Computing

 Circuits that can be programmed by means of  bit-streams 
that  completely  specifies  the logical functions and 
connectivity to be implemented

 Traditionally  , not  been  viewed  as   effective   computing 
device due to  their “High power requirements”,  “Low 
clock speed” & “Long Programming/Configuration 
time”



State- of- the-art reconfigurable FPGAs
(Xilinx Virtex 2/4) contd.Xilinx Virtex 2/4) contd.

• There is always a high probability that each There is always a high probability that each 
CLB may not be available for implementation CLB may not be available for implementation 
of a particular function, due to insufficient of a particular function, due to insufficient 
routing logic and busesrouting logic and buses

• 60-80 % Area only for Routing !!!!60-80 % Area only for Routing !!!!
• in effect fewer CLBs will be available for logic in effect fewer CLBs will be available for logic 

implementations than actually present. implementations than actually present. 
• Depending on the implementation there will always be Depending on the implementation there will always be 

wastage of the re-configurable fabric present in the wastage of the re-configurable fabric present in the 
FPGAFPGA  

    Therefore, Performance  and flexibility is Therefore, Performance  and flexibility is 
achieved at a very high silicon cost!!!achieved at a very high silicon cost!!!
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An alternative to conventional 
DSP Processor/ ASIC /FPGA
There is a need to innovate a re-configurable 

parallel architecture for DSP applications 
which eliminates the drawbacks of the FPGAs 
and ASICs  by offering 

A balance between flexibility & 
reconfiguration latency

Higher performance. 
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HardDSPTM architecture
[A trade mark of ESP microDesign Inc.]

 Parallel hard-logic DSP under CPU control

 Direct hardware logic execution

 Parallel execution engines 
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Basic Processing Elements:
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Organization of a Cluster:
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Inter-cluster communication:
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Intra cluster communication:
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DISTRIBUTED MICRO CONTROL 
UNIT:
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A cluster  with PE controller:
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Implementation Platform for 
Validating the architecture 

Xilinx Multimedia Demo board
FPGA: Xilinx Virtex 2V2000
             2 Million Gates !!! 
Simulation and Debug tools Used:
        Xilinx ISE 6.2i
        ModelSim XE 
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CONCLUSION
A  new Reconfig DSP Processor has been 

Architected  which  provides:
a programmable computational mechanism balanced 

between ASIC and FPGA 
enhances re-configurability of the hardware and 

offers fine grain parallel computation at hardware 
speed

achieves the performance of an ASIC and flexibility of 
a FPGA. 

  Achievement of fine-grain parallelism due to micro 
level concurrency

  Low latency “Dynamic Re-configuration” to any type 
of parallel/pipelined architecture like SIMD, MIMD , 
Systolic etc. 

Achievement of a higher degree of scalability by 
increasing the number of PEs for realizing complex 
DSP functions. 
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THANK YOU!!
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