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1. Let F(-) be any c.d.f. and A\ € R. Find the set A such that G(z) = (14+)\)F(z) —\F?(z)

becomes a c.d.f. of some random variable for all A € A. 3]
Solution. For all values of A, G(-) is right continuous at every point, lim,_,., G(z) = 1,
and lim,, ., G(z) = 0. 1]
For G to be a c.d.f., for x1 < 9,
G(r2) = G(x1) = (F(22) = F(21)) (1 + A = A(F(21) + F(22))) = 0, [1]
which implies that
L+ X = XF(z1) + F(z2)) >0, " (F(22) — F(21)) > 0. 1]

Case : For 0 < A <1, 1+ A= A(F(x1)+ F(x2)) > 1—X> 0. Hence G will be a c.d.f..

Case II: For —1 < A <0, 1 + X = AN(F(x1) + F(z2)) > 14+ X > 0. Hence G will be a
c.df.

Case III: For A > 1, take an € > 0 with ¢ < % Now, we can choose z1, o and a
c.d.f. F (e.g. uniform) such that F(x;) =1 —¢€, F(xg) = 1.

This implies that 1 + X — A(F'(z1) + F(22)) < 0. So, G is not a c.d.f..

Case IV: For A < —1, take an € > 0 with ¢ < % Now, we can choose xq, o and a
c.d.f. F (e.g. uniform) such that F(z;) =0, F(x3) = €.

This implies that 1 + X — A(F(z1) + F(z3)) < 0. So, G is not a c.d.f..
Combining all cases, we conclude that G is a c.d.f. for all A € [-1, 1].

2. Suppose X follows Poisson distribution with parameter \. Find the point x where

P(X = z) is maximum. [4]
. e e AAk-1)
Solution. P(X = k) = <32~ and P(X =k — 1) = <25, 1]
P(X=k) _

P(X=k-1) k& [1]

Thus, P(X = z) is increasing when < A and decreasing when x > A. 1]

Therefore, at = |A|, P(X = z) is maximum. 1]
3. Let X has an exponential distribution with parameter 6. Let Y = X — a, where a > 0.

Find a relation between P(Y <z | X > a) and P(X < x) for all z. 6]

Solution.

PUY <2} N {X > a}) = PUX —a <2} N {X > a})
=P{{X <a+z}n{X >a}).



Ifz <0, P{X <a+z}n{X >a})=0

Ifz >0, P{X<a+z}n{X>a})=Pa< X <a+x)=ec¥1—c%).

P(X >a)=e

PY <z|X>a)=1—¢c"%

PX<z)=1-e% ifz>0and P(X <x)=0,if 2 <0.
Therefore, P(Y <z | X > a) = P(X < x).

. Let Z be the standard normal random variable. Show that

267152/2
P(Z| > 1) <25 viso.
T

t

Solution. Given that Z is a standard normal random variable, therefore

P(Z >t) S/ %e_g dx
t
This gives
-
PZ>t) < ——"
2t
Since Z is a symmetric random variable, we have P(|Z| > t) = 2P(Z > t).

Hence,

2 —t2/2
P(Z| > 1) < \ﬁe .
T t

. Let X and Y have the joint probability density function

24zy, x>0,y>0,z+y<1
0, otherwise.

fxy(z,y) = {

Find Var[X|Y = y|.
Solution: The marginal p.d.f. of Y is
o _ 12y(1—-y)?% O0<y<l1
= ) de = [,V 24ay dr = ’
frly) = |20 fla,y)de = | Ty ar {0, otherwise.
The conditional p.d.f. of X, given Y =y is

2z
o O<x<l-—y
_ f=y) ) (1-p2

zly) = =

fxiv (z]y) fr () {(), otherwise.

BIX)Y =y] = [ afxy(aly)de = [} 7 2o = 20

BIXY =y) = [% 2®fuy(aly) do = [0 2oy = 0%

2
Var[X|Y = y] = B[X?Y = y] = (E[X]Y = y])? = U5t — 20 = G,

2 9 18



6. Using Central Limit Theorem, find

3

-1
. _ (nt)*
S e k!
k=1

nt

, Vt>0. [11]

Solution. Consider a sequence of i.i.d random variables {X,} such that X, ~

Poisson(t) for all n. 1]
Then, E(X,) = Var(X,) =t and ZXi ~ Poisson(nt) for all n. 3+3+1]
i=1
Now,
n—1 (nt)k n
. —nt T ) .
e 2 T = P (1 <) X< 1>> 1
, 1—nt >7". X,—nt (n—l)—nt)
= lim P < =il < 1
(T < SR < B !
(P(—0 < Z <o0), if0<t<1
=4 P(—00<Z<0), ift=1 [14+1+1]
(P(-00 < Z < —00), ift>1
(1, if0<t<1
=qiift=1 [14+141]
L0, if £ >1
7. One observation X is taken from a N(0,0?%) population. [4]

(a) Find an unbiased estimator of 2.

Solution. Given that X follows N(0,0?).

This implies E(X) = 0 and Var(z) = E(X?) — (E(X))%

Therefore, E(X?) = o> 1]

Hence, X? is an unbiased estimator of o2. 1]
(b) Find the method of moments estimator for o.

Solution. To obtain moment estimator, we have E(X) = 0,

Equating the second population moment to the second sample moment we get,

E(X?) =0® =30, X7 = X2 1]
=ot=X*=05=X|
Hence, the moment estimator of o is |X|. 1]

8. Let Xi,..., X, be a random sample from the probability density function

1/2
Pl ) = ( ) exp {— Mz — 1)/ (222)}, x> 0.

2w’

Find the maximum likelihood estimator for p and A. (7]

Solution. Given that Xi,..., X, is a random sample from the probability density
function

1/2
Falnd) = (5o) o (A — P/ 2ua)), >0

3



The likelihood function is given by

i=1

n 1/2
L\ plr) =[] [(2;3) exp {—A(z; — M)Q/(Qu%i)}] : 1]

Therefore, the log likelihood function is given by

n n 3 A= (2 — p)?
logL()\,uL?c):l:ElogA—ElogQW—ﬁglogxi—Z—/ﬂi:1 (T -1

The likelihood equation with respect to p is given by % = 0.

This gives
A0 (1 i — )
01y i=m™\\ _y
2 Op \p* = z;
= = T =T 2]
The likelihood equation with respect to A is given by % =0.
This gives
n 1 < ((z; — p)?
— — = 0.
20 2p? ; ( X
Hence, the ma)gimum likelihood estimator for u and A are X and ﬁ respec-
i=1\X; 7 x
tively. 1]



