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# Performance comparison of commonly used photoacoustic tomography reconstruction algorithms under various blurring conditions 

Pankaj Warbal and Ratan K. Saha<br>Department of Applied Sciences, Indian Institute of Information Technology Allahabad, Prayagraj, India


#### Abstract

A reconstructed image in photoacoustic tomography (PAT) imaging modality can be blurred because of some system-dependent effects - broad laser pulse, the limited bandwidth of the sensors, acoustically attenuating medium and transducers with finite-size apertures having Gaussian sensitivity profile. A robust deblurring method involving a system matrix is presented in this work. Image reconstruction was accomplished by using the backprojection (BP), interpolated time reversal (ITR), Tikhonov regularization (TH) and total variation minimization (TV) schemes. A modified version of the BP algorithm was also explored for image reconstruction for finite transducers. Each factor of blurring was considered at a time. For the model-based methods, the system matrix was constructed in presence of such a factor. Subsequently, the model matrix inversion method was deployed for image formation. Quantitative values of some standard metrics were computed to assess the performance of the reconstruction protocols. The visual inspection of the reconstructed images as well as numerical values of the figures of merit revealed that the BP and ITR techniques generally fail to remove blurring; however, the model-based methods can provide distortion-free images under various conditions. For example, the numerical values of the Pearson correlation coefficient (PCC) for all the cases showed a strong correlation between the nominal and reconstructed images for the TH and TV techniques compared to the BP and ITR methods. The TV method can be utilized in practice to facilitate the PAT image reconstruction free from system-dependent blurring.
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## 1. Introduction

Photoacoustic imaging (PAI) is a hybrid imaging modality that combines the advantages of optical and ultrasound imaging techniques in a single modality. The PA tomography (PAT) imaging modality has diverse areas of applications such as sentinel lymph node imaging, blood vasculature and molecular imaging, tumour angiogenesis, breast imaging and brain imaging in small animals and so on $[1-5]$. PAT image reconstruction can be performed using analytical approaches referred to as the backprojection and time reversal algorithms [6-8]. These methods require a full view data set for faithful imaging of the ground truth. They are fast and simple in general but quantitatively less accurate. For the limited view data set, it is worthy to apply the model-based techniques for reconstruction [4,9-12]. These methods are computationally expensive but give fairly accurate results. The Tikhonov regularization is one such approach that has been extensively used for PAT reconstruction.

There are four common sources of blurring in PAT imaging. These are (i) finite temporal width of the
incident laser pulse, (ii) finite bandwidth of the detectors, (iii) acoustically absorbing and dispersive coupling medium and (iv) transducers with finite-size apertures. In case of finite pulse width, the condition of stress confinement is not obeyed. The source and the surrounding extracellular matrix both contribute to the generation of the pressure signals. As a result of that, a thin source behaves like an extended object giving rise to blurring in the reconstructed image. In the second case, narrow bandwidth detectors only receive low-frequency signals. Therefore, sharpness of the edges of the object is lost causing image blurring. Similarly, in the third case, high-frequency waves are absorbed within the ambient medium during propagation from the source to the detectors. Loss of high-frequency signals is responsible for image blurring. In the fourth case, a transducer with finite aperture transforms an input delta pressure pulse into a broad pulse. Consequently, the reconstructed image becomes blurry and also tangential resolution degrades radially (with respect to the imaging centre).

Many studies have been conducted to remove or reduce the amount of blurring from PAT images. For example, Wang et al., deconvolved one-dimensional PA signals with that of a point source and then a modified filtered backprojection algorithm was used for image reconstruction [13]. The deconvolution procedure removed the effect of the impulse response of the acoustic transducer and consequently, reconstructed images exhibited good agreement with the original phantoms. The Wiener filtering of the measured one-dimensional PA signals before image reconstruction was also found to improve the quality of the PAT images [14]. Rejesh et al. utilized a deconvolution method for reducing blurring, produced by finite width of the input laser pulse and finite bandwidth of the detectors, from PAT images [15]. The effect of absorbing medium on the PAT image reconstruction has been widely studied by many groups [16-18]. These studies suggest that image reconstruction should be performed after compensation of frequencydependent acoustic attenuation loss to minimize image distortion.

Li et al. and Roitner et al. designed special deconvolution filters for deblurring (blurring occurs due to finite size of the apertures of the detectors) $[19,20]$. Van et al. compared the performance of various deconvolution filters in PAT imaging [21]. Recently, a modified delay and sum algorithm has been developed to address the same issue [22]. In this approach, the PA signal captured by a finite transducer was distributed on several points lying on the recording surface. This step was repeated for all transducers and then the delay and sum algorithm was implemented. The validity of the algorithm was tested under different apodization conditions of the sensor as well [23]. The properties of ultrasonic transducers can be loaded into the system matrix and after that image formation can be performed [24,25]. Chowdhury et al. considered the role of the coupling medium (between the curved-array elements and the tissue medium) in PAT imaging [26].

The construction and inversion of the system/model matrix are computationally intensive tasks. However, it is a single-step and universal process for correcting the image distortions originating from different systemdependent factors. The deconvolution-based methods [13-15,19,20] practically do not pose any computational burden but involve two steps - a deconvolution operation is performed first on one-dimensional signals and then image reconstruction is carried out. Moreover, this approach needs different deconvolution filters to mitigate different system-dependent factors. Therefore, the system/model matrix approach seems to be universally appealing.

The objectives of this work are to (a) explicitly and systematically consider the blurring conditions (for the light source, detectors and the medium) while generating the PA signals (forward data), (b) build a system matrix by incorporating each blurring condition at a time for image reconstruction using the $l_{2}$ and $l_{1}$ norm-based regularization methods and (c) compare the performance of these regularization algorithms with the analytical techniques. Therefore, the major significance of this work is to build a system matrix for each blurring factor. In particular, to the best of our knowledge, constructions of system matrix for a lossy and dispersive medium as well as for apodized transducers have not been performed so far. These have leaded to improved PAT imaging.

The image reconstruction for model-based protocols is carried out by employing the matrix inversion approach [27-29]. During this procedure, the systemdependent parameters inducing blurring are expected to be cancelled out and thus system-independent imaging may be possible. To test this hypothesis, numerical experiments for PAT imaging have been performed in the presence of four blurring factors (one at a time). The backprojection (BP), interpolated time reversal (ITR), Tikhonov (TH) regularization and total variation minimization (TV) algorithms have been implemented for image reconstruction when the PA signals have been detected by the point sensors. However, BP, modified BP (abbreviated as MBP and is a variant of the BP algorithm), TH and TV methods have been deployed for image formation when the PA signals have been captured by transducers with finite apertures. Numerical values of some standard metrics have been computed to quantitatively assess the performance of these algorithms. Our numerical results demonstrate that the TH and TV methods can be implemented in practice to form PAT images devoid of system-dependent blurring.

## 2. Theoretical models

### 2.1. Modelling of the PA wave propagation

### 2.1.1. Wave propagation in a lossless medium

Consider that a biological tissue containing chromophores is excited with a delta function, $\delta(t)$, laser pulse. The equation representing the acoustic wave generation and propagation through an acoustically lossless and nondispersive medium is given by [6],

$$
\begin{equation*}
\nabla^{2} p(\mathbf{r}, t)-\frac{1}{v^{2}} \frac{\partial^{2} p(\mathbf{r}, t)}{\partial t^{2}}=-\frac{p_{0}(\mathbf{r})}{v^{2}} \frac{\mathrm{~d} \delta(t)}{\mathrm{d} t} \tag{1}
\end{equation*}
$$

where $v$ is the speed of sound of the medium and $p_{0}(\mathbf{r})$ is the initial pressure build up within the imaging region.

Various methods are available to solve Equation (1), namely, pseudo-spectral method [7], finite element method [30], Green's function approach [31], etc. In PAT, we map the initial pressure rise, i.e. $p(\mathbf{r}, t)$ at $t=0$ or $p_{0}(\mathbf{r})$ within the imaging region from measured boundary data set.

### 2.1.2. Wave propagation in a lossy and dispersive medium

The PA waves undergo attenuation when it travels through biological tissue. The acoustic attenuation is, in general, frequency dependent, and the attenuation coefficient ( $\alpha$ ) can be modelled as [18]

$$
\begin{equation*}
\alpha=\alpha_{0} \omega^{\gamma} \tag{2}
\end{equation*}
$$

where $\omega$ is the angular frequency; $\alpha_{0}$ and $\gamma$ are the prefactor and exponent for the power law, respectively. The unit of $\alpha_{0}$ is $\mathrm{Np}(\mathrm{rad} / \mathrm{s})^{-\gamma} \mathrm{m}^{-1}$; numerical value of $\gamma$ typically lies between 1 and 2 for biological tissue.

As the phase velocity of acoustic waves varies with frequency, the acoustic attenuation is often followed by the dispersion of those waves. As a result of that, the shape of a propagating pulse changes [18]. The Kramers-Kronig relations connect the frequency-dependent attenuation and the dispersion [32]. A general dispersion relation satisfying Equation (2) can be written as [33]

$$
\begin{equation*}
k(\omega)=\frac{\omega}{v}+i \alpha_{0}|\omega|^{\gamma}+\alpha_{0} \tan (\pi \gamma / 2) \omega|\omega|^{\gamma-1} \tag{3}
\end{equation*}
$$

where $k(\omega)$ is the frequency-dependent wave number. The corresponding time-independent wave equation becomes

$$
\begin{equation*}
\left[\nabla^{2}+k^{2}(\omega)\right] p(\mathbf{r})=0 \tag{4}
\end{equation*}
$$

The solution to Equation (4) can be obtained using the Green's function approach. The appropriate Green's function in 3D becomes [7]

$$
\begin{align*}
G\left(\mathbf{r}, \mathbf{r}_{0}\right) & =\frac{e^{i k(\omega)\left|\mathbf{r}-\mathbf{r}_{0}\right|}}{4 \pi\left|\mathbf{r}-\mathbf{r}_{0}\right|} \\
& =\frac{e^{i \omega\left|\mathbf{r}-\mathbf{r}_{0}\right| / v}}{4 \pi\left|\mathbf{r}-\mathbf{r}_{0}\right|} e^{-\alpha_{0}\left|\mathbf{r}-\mathbf{r}_{0}\right|\left(|\omega|^{\gamma}-i \tan (\pi \gamma / 2) \omega|\omega|^{\gamma-1}\right)} \tag{5}
\end{align*}
$$

where $\mathbf{r}$ and $\mathbf{r}_{0}$ are the source and field points, respectively. The second exponential term in Equation (5) is responsible for attenuation and dispersion of the acoustic wave while propagating through the medium.

### 2.2. Image reconstruction algorithms

### 2.2.1. Analytical approaches

Let us consider $p\left(\mathbf{r}_{0}, t\right)$ is the pressure measured at $\mathbf{r}_{0}$ at time $t$. The universal BP formula for image reconstruction in terms of $p\left(\mathbf{r}_{0}, t\right)$ written as [6]

$$
\begin{equation*}
p_{0}^{b}(\mathbf{r})=\int_{\Omega_{0}} b\left(\mathbf{r}_{0}, t=\frac{\left|\mathbf{r}-\mathbf{r}_{0}\right|}{v}\right) \mathrm{d} \Omega_{0} / \Omega_{0} \tag{6}
\end{equation*}
$$

where $b\left(\mathbf{r}_{0}, t\right)$ is the BP term and is given by

$$
\begin{equation*}
b\left(\mathbf{r}_{0}, t\right)=2 p\left(\mathbf{r}_{0}, t\right)-2 t \frac{\partial}{\partial t} p\left(\mathbf{r}_{0}, t\right) \tag{7}
\end{equation*}
$$

and the detection element $d S_{0}$ subtends a solid angle of $\mathrm{d} \Omega_{0}$ at $\mathbf{r}$. The total solid angle subtended by the whole detection surface at point $\mathbf{r}$ is denoted by $\Omega_{0}$. Only the first term of Equation (7) has been considered (for simplicity) herein during the implementation of Equation (6) for image reconstruction.

Note that $p\left(\mathbf{r}_{0}, t\right)$ is the pressure measured by a point detector positioned at $\mathbf{r}_{0}$ at time $t$. However, a realistic detector has a finite size. The impinging pressure waves become spatially averaged due to the finite aperture effect and hence, the collective signal (over the surface area $S$ ) can be expressed as [23]

$$
\begin{equation*}
p^{\prime}\left(\mathbf{r}_{0}, t\right)=\int_{S} p\left(\mathbf{r}_{0}^{\prime}, t\right) W\left(\mathbf{r}_{0}^{\prime}\right) d^{2} \mathbf{r}_{0}^{\prime} \tag{8}
\end{equation*}
$$

where $W\left(\mathbf{r}_{0}^{\prime}\right)$ is the sensitivity profile of the detector. It can be taken as [23]
$W\left(\mathbf{r}_{0}^{\prime}\right)= \begin{cases}1, & \text { when the profile is uniform } \\ e^{-\frac{\left|\mathbf{r}_{0}^{\prime}-\mathbf{r}_{0}\right|^{2}}{2 \sigma^{2}}}, & \text { when the profile is Gaussian }\end{cases}$
where $\sigma$ is the standard deviation for the Gaussian apodization function and $\mathbf{r}_{0}$ denotes the centre of the detector. One can use the resultant signals [i.e. Equation (8)] detected by the sensors with finite apertures for image reconstruction via the BP algorithm. The spatial averaging of the PA signals for finite detectors introduces blurring in the reconstructed images. The amount of blurring can be reduced by decreasing $\sigma$ of the Gaussian apodization function [23]. In this work, a finite detector (a line element in two dimensions) has been broken into many points and the resultant signal (recorded by that detector) has been distributed in the same Gaussian manner over those points [34]. After that, the conventional BP algorithm has been applied for image reconstruction. This is termed as the MBP algorithm, which has been found to remove blurring effectively.

The TR algorithm can be used to determine $p_{0}(\mathbf{r})$ inside the imaging region [7]. It assumes that the medium is acoustically homogeneous. It first performs the forward simulation up to time $t=T$ and records PA pressure at the detector locations. After that, it numerically solves the time-dependent wave equation in the backward time direction considering measured data as the boundary constrain. The spatial map of pressure at $t=0$ can be treated as the reconstructed image. The number of detectors can be increased using an interpolation scheme before performing the inverse simulation to improve image reconstruction.

### 2.2.2. System matrix approaches

The forward model for the PAT imaging can be cast in terms of a system of linear equations as [35]

$$
\begin{equation*}
\mathrm{A} z=b \tag{10}
\end{equation*}
$$

with $A \in \mathbb{R}^{m \times n}, b \in \mathbb{R}^{m}$ and $z \in \mathbb{R}^{n}$. Here, $A$ is the system/model matrix [11]. It contains responses of all the pixels present inside the imaging region at the detector locations. The vector $b$ is the pressure data measured at the boundary and $z$ is the map of initial pressure rise. A unique solution for Equation (10) exists when $m=n$ and it can be obtained easily. Unique solution does not exist if $m \neq n$.

Equation (10) can be solved utilizing the TH method. In this case, the following cost function is minimized [11,36]:

$$
\begin{equation*}
\Sigma=\|\mathrm{A} z-b\|_{2}^{2}+\lambda^{2}\|L z\|_{2}^{2} \tag{11}
\end{equation*}
$$

where $\lambda$ is the regularization parameter and $L$ is the regularization matrix (they control the smoothness of the solution); \|. $\|_{2}$ is the $l_{2}$ norm. The identity matrix (I) is the standard choice for $L$. The solution to Equation (11) for $L=I$ becomes

$$
\begin{equation*}
z_{T H}=\left(\mathrm{A}^{T} \mathrm{~A}+\lambda \mathrm{I}\right)^{-1} \mathrm{~A}^{T} b \tag{12}
\end{equation*}
$$

where $T$ is the transpose operation for a matrix. The choice of the appropriate regularization parameter is an important factor of the TH scheme. The reconstruction result depends on this parameter, which is known to filter out some of the natural features present in the actual image.

The total variation minimization method can also be employed to solve Equation (10). Here, the cost function looks like [37]

$$
\begin{equation*}
\Sigma=\frac{\eta}{2}\|\mathrm{~A} z-b\|_{2}^{2}+\sum_{i}\left\|D_{i} z\right\|_{1} \tag{13}
\end{equation*}
$$

where $D_{i}$ is the discrete gradient operator on $z$ at the $i$ th position. Note that $\eta$ is the primary penalty term (a positive quantity). In this work, image reconstruction has been performed exploring the TH and TV protocols.

### 2.3. Quantitative assessment of the reconstruction schemes

Some image quality parameters have been computed to assess the performance of the reconstruction schemes. They are briefly described here.

Error norm (ERN): The ERN can be estimated by computing the following formula [25]:

$$
\begin{equation*}
\mathrm{ERN}=\left\|z-z_{r}\right\|_{2} \tag{14}
\end{equation*}
$$

where $z$ and $z_{r}$ are the nominal and estimated values, respectively. ERN becomes zero when $z$ and $z_{r}$ are identical.

Pearson correlation coefficient (PCC): The PCC can be defined as [25]

$$
\begin{equation*}
\mathrm{PCC}=\frac{\operatorname{COV}\left(z, z_{r}\right)}{\xi_{z} \xi_{z_{r}}} \tag{15}
\end{equation*}
$$

where $\operatorname{COV}, \xi_{z}$ and $\xi_{z_{r}}$ are the covariance between two image matrices, standard deviation of $z$ and standard deviation of $z_{r}$, respectively. It quantifies the similarity between the actual and the reconstructed images. The PCC value varies from -1 to 1 . Better reconstructions have higher PCC values.

Contrast to noise ratio (CNR): The formula for calculating the CNR is [38]

$$
\begin{equation*}
\mathrm{CNR}=\frac{\mu_{r o i}-\mu_{b a c k}}{\left(\xi_{r o i}^{2} n_{r o i}+\xi_{b a c k}^{2} n_{b a c k}\right)^{\frac{1}{2}}} \tag{16}
\end{equation*}
$$

where, 'roi' and 'back' are the source and background regions of the reconstructed image as shown in Figure 1(b). Here, $\mu$ and $\xi$ represent the mean and standard deviation, respectively; $n_{\text {roi }}=A_{\text {roi }} / A_{\text {total }}$ and $n_{\text {back }}=A_{\text {back }} / A_{\text {total }}$ where $A_{\text {roi }}$ and $A_{\text {back }}$ are the total number of pixels in the actual image with $p_{0} \neq 0$ and $p_{0}=0$, respectively; $A_{\text {total }}$ is the total number of pixels in the original/reconstructed image.

Signal to noise ratio (SNR): The SNR can be computed from [11]

$$
\begin{equation*}
\mathrm{SNR}=20 \log _{10}\left(\frac{M}{\xi_{b a c k}}\right) \tag{17}
\end{equation*}
$$

where $M$ is the peak value of pressure in the 'roi'.
Structure similarity index (SSIM): The SSIM is used to measure the similarity of the reconstructed image with
respect to the source. The SSIM can be computed using the following equation as [39]

$$
\begin{equation*}
\operatorname{SSIM}=\frac{\left(2 \mu_{z} \mu_{z_{r}}+c_{1}\right)\left(2 \operatorname{COV}\left(z, z_{r}\right)+c_{2}\right)}{\left(\mu_{z}^{2}+\mu_{z_{r}}^{2}+c_{1}\right)\left(\xi_{z}^{2}+\xi_{z_{r}}^{2}+c_{2}\right)}, \tag{18}
\end{equation*}
$$

where $c_{1}$ and $c_{2}$ are the variables to stabilize the above equation in case of weak denominator.

## 3. Simulation methodology

### 3.1. Forward simulation

The k-Wave toolbox was utilized to compute the PA signals [7]. Figure 1(a) shows the schematic of the simulation setup in 2D. A vasculature phantom as shown in Figure 1(b) was considered in this study. The size of the computational domain was $1101 \times 1101$ grid points. The length of each pixel was 0.1 mm . An absorbing layer of width 2 mm was placed to wrap the computational domain. A total of 80 detectors (denoted by red solid circles in Figure 1a) were circularly placed over an angle $2 \pi$ at a distance of 50 mm from the centre of the simulation domain. The size of the imaging region was $20 \times 20 \mathrm{~mm}^{2}$ (consisting of $201 \times 201$ grid points). The density and the speed of sound of the medium were taken as 1000 $\mathrm{kg} / \mathrm{m}^{3}$ and $1500 \mathrm{~m} / \mathrm{s}$, respectively. The numerical phantom was loaded occupying the imaging region and then the forward simulation was performed. The PA signals were acquired by the detectors. For each PA signal, pressure data for 2500 time points with an interval of 20 ns were recorded. A $40-\mathrm{dB}$ noise was added to such a signal (using AddNoise function of the k -Wave toolbox). The forward simulation code was executed in a virtual machine (RAM: 256 GB , cores: 80 , clock speed: 2.19 GHz ,
processor: Intel Core (Skylake, IBRS), OS: CentOS). The execution time was about 17 minutes.

Four different types of simulations were conducted in this study. At first, the width of the input Gaussian light pulse was sequentially increased (300, 600 and 900 ns ) and accordingly, the PA signals were generated. Generally, PAT imaging is done using 10 ns laser pulses from Nd :YAG lasers. For pulsed laser diodes, the pulse width is of the order of 400 ns [15]. The detectors were considered point detectors with centre frequency 2.25 MHz and $70 \%$ bandwidth. The medium was treated as acoustically lossless and nondispersive. In the second case, we took a delta function light pulse and point detectors with 2.25 MHz as the centre frequency. However, the bandwidth was gradually elevated ( $30 \%, 50 \%$ and $90 \%$ ). The standard choice for PAT imaging is $70 \%$ bandwidth. In the third case, medium properties were varied as $\alpha_{0}=0.75 \mathrm{~dB}$ $\mathrm{MHz}^{-\gamma} \mathrm{cm}^{-1}$ and $\gamma=1.5, \alpha_{0}=5.75 \mathrm{~dB} \mathrm{MHz}^{-\gamma} \mathrm{cm}^{-1}$ and $\gamma=1.5$ and $\alpha_{0}=3.75 \mathrm{~dB} \mathrm{MHz}^{-\gamma} \mathrm{cm}^{-1}$ and $\gamma=2.5$. Nevertheless, the properties of the exciting light pulse (delta function light pulse) and detectors (point detectors with centre frequency 2.25 MHz and $70 \%$ bandwidth) were kept as constants. The first combination of $\alpha_{0}$ and $\gamma$ is similar to that of the breast tissue. The second and third combinations produce higher attenuation. In the fourth case, detectors with finite size were utilized to capture the PA signals. The diameter (line element in 2D) of the detectors was fixed to 6 mm but the width of the Gaussian apodization was successively changed, $\sigma=0.6,2.0$ and 5.0 mm . Other parameters remained unaltered (i.e. delta function light pulse, point detectors with centre frequency 2.25 MHz and $70 \%$ bandwidth, and acoustically lossless and nondispersive medium). The same simulations were also conducted for 12 mm sensors.


Figure 1. (a) Schematic of the PA simulation geometry in 2D; 80 sensors have been uniformly placed around the imaging region with 50 mm as the scanning radius. (b) Demonstration of the vasculature phantom. The regions inside the yellow and blue boxes have been considered as the region of interest ('roi') and the background area ('back'). The PA pressure data of these sectors have been utilized for computing the signal to noise ratio of the reconstructed images. The numerical values of the pixels along the red line of the source phantom and the reconstructed images have been compared.

### 3.2. Implementation of BP, MBP and ITR algorithms

Equation (6) was directly utilized for point detectors for image reconstruction by the BP algorithm. The ITR technique is a reconstruction method offered by the k -Wave toolbox. For finite sensors, each detector was divided into a number of points ( 51 points for 6 mm sensor and 101 points for 12 mm transducer). Each point represented an ideal point detector and pressure data at such points were stored during the forward simulation. Equation (8) was used to calculate the resultant signal for each detector. The BP algorithm was then applied using the resultant signals. In the case of MBP, a resultant signal (recorded by a detector) was redistributed in the same Gaussian manner over those points and after that, the BP scheme was followed [23,34].

### 3.3. Building of system matrix

The TH and TV are system matrix based reconstruction protocols. The PA pressure data corresponding to 1500 time points (from 1001 to 2500 ) were used for constructing the $A$ matrix as well as for image reconstruction. The sizes of matrices became: $A$ matrix $-m \times n=$ $120000 \times 40401, z$ matrix $-40401 \times 1$ and b matrix $m=120000 \times 1$. The details of the construction of A are as follows. Consider that the PA signal [denoted by $\left.\psi_{\mathrm{GA}}(t)\right]$ produced by a corner pixel GA (top left most corner) and detected at D was (see Figure 1a). This signal was treated as the reference signal. The PA signal emitted by a point GB could be estimated to be (via the scaling and shifting properties of the PA signal),

$$
\begin{equation*}
\psi_{\mathrm{GB}}(t)=\sqrt{\frac{d_{r e f}}{d}} \times F^{-1}\left[F\left[\psi_{\mathrm{GA}}(t)\right] \times e^{i \frac{\omega}{v}\left(d-d_{r e f}\right)}\right] \tag{19}
\end{equation*}
$$

where $F$ and $F^{-1}$ are the forward and inverse Fourier transform operators; $d_{\text {ref }}$ and $d$ are the distances of the grid points GA and GB from D , respectively. The multiplication has to be performed element wise. Equation (19) allowed us to calculate the PA signals generated by all grid points (traversing column-wise starting from the top left most corner) and recorded at D. Those signals were appended in the $A$ matrix - rows from 1 to 1500 and columns from 1 to 40401 . The signals to other detectors could also be determined and loaded into the A matrix. In the first case, the finite width of the laser pulse was considered while calculating $\psi_{\mathrm{GA}}(t)$. Similarly, in the second case, the bandwidth of the detectors was also included within the forward simulation providing realistic $\psi_{\mathrm{GA}}(t)$. The time taken to build the $A$ matrix for these cases was about 15 minutes. The algorithm for
building the $A$ matrix for point detectors is presented in Algorithm 1.

In the third type of simulation, the medium was chosen to be acoustically lossy and dispersive. The signal for GB could be computed from that of GA as

$$
\begin{align*}
\psi_{\mathrm{GB}}(t)= & \sqrt{\frac{d_{r e f}}{d}} \times F^{-1}\left[F\left[\psi_{\mathrm{GA}}(t)\right]\right. \\
& \left.\times e^{i\left(d-d_{r e f}\right)\left[\frac{\omega}{v}+i \alpha_{0}\left(|\omega|^{\gamma}-i \tan (\pi \gamma / 2) \omega|\omega|^{\gamma-1}\right)\right]}\right] \tag{20}
\end{align*}
$$

Therefore, in this case also the PA signals for all pixels were computed for all detector locations and hence, were loaded into the $A$ matrix. The execution time to form the $A$ matrix for this case was approximately 1 hour and 20 minutes in the same virtual machine. The algorithm is given in Algorithm 1.

```
Algorithm 1: Building of the system matrix A for
ideal point detectors.
    Input: The position coordinates of the corner grid
    ( \(x_{\text {gref }}\) and \(y_{g r e f}\) ) and the reference detector ( \(x_{\text {dref }}\)
    and \(\left.y_{\text {dref }}\right)\); speed of sound ( \(v\) ); position coordinate
    array for all grid points ( \(x_{g}\) and \(y_{g}\) ); position
    coordinate array for all detectors ( \(x_{d}\) and \(y_{d}\) )
    Output: A matrix
    Step 1: Generate the reference signal ( \(\psi_{G A}\) )
    Step 2: Assign \(L L \leftarrow\) length of \(\psi_{G A}\)
    Step 3: Calculate the reference distance
        \(d_{\text {ref }}=\left[\left(x_{\text {dref }}-x_{\text {gref }}\right)^{2}+\left(y_{\text {dref }}-y_{g r e f}\right)^{2}\right]^{\frac{1}{2}}\)
    Step 3: for \(j=1,2, \ldots\), length of \(x_{d}\) do steps R1- -R3
        R1: \(N_{s} \leftarrow(j-1) \times L L+1\)
        R2: \(N_{f} \leftarrow j \times L L\)
        R3: for \(k=1,2, \ldots\), length of \(x_{g}\) do steps i-iv
        i. Compute
    \(d=\left[\left(x_{d}(j)-x_{g}(k)\right)^{2}+\left(y_{d}(j)-y_{g}(k)\right)^{2}\right]^{\frac{1}{2}}\)
        ii. Estimate \(\psi\) using Equation (19) for
    nonabsorbing medium
        iii. Estimate \(\psi\) using Equation (20) for absorbing
    and dispersive medium
        iv. for \(u=N_{s}, \ldots, N_{f}\) do step a
        a. \(A(u, k) \leftarrow \psi\left(u+1-N_{s}\right)\)
```

The $A$ matrix for finite detectors was created in the following manner (i.e. for the fourth type of simulation). At first, the PA signal emitted by a corner grid and detected at a point lying on a detector was computed and stored. The next step was to compute the PA signals at all the points (e.g. 51 points for a $6-\mathrm{mm}$ detector and 101 points for a $12-\mathrm{mm}$ detector) of that detector using

Equation (19). Such signals (with appropriate Gaussian weights) were summed up to obtain the resultant signal. In this way, the PA signals for all grid points at that detector could be calculated and assigned to the $A$ matrix. This step was repeated for other detectors. Algorithm 2 summarizes this algorithm. The computation time for the construction of the $A$ matrix was approximately 2 hours and 4 hours, for 6 mm and 12 mm transducers, respectively.

```
Algorithm 2: A matrix formation for finite detectors.
    Input: The position coordinates of the corner grid
    ( \(x_{\text {gref }}\) and \(y_{\text {gref }}\) ) and the reference detector ( \(x_{\text {dref }}\)
    and \(\left.y_{\text {dref }}\right)\); speed of sound \((v)\); position coordinate
    array for all grid points \(\left(x_{g}\right.\) and \(\left.y_{g}\right)\); position
    coordinate array for centers of all detectors ( \(x_{d}\) and
    \(y_{d}\) ); position coordinate array for all elements of all
    detectors \(\left(x_{d e l}\right.\) and \(\left.y_{d e l}\right)\); number of point elements
    in each finite detector \(\left(N_{e l}\right)\); diameter of the
    detector (diaD)
    Output: A matrix
    Step 1: Compute \(d l=\operatorname{dia} D /\left(N_{e l}-1\right)\)
    Step 2: Compute \(N_{m e l}=\) floor \(\left(N_{e l} / 2\right)+1\)
    Step 3: Generate the reference signal \(\left(\psi_{G A}\right)\)
    Step 4: Assign \(L L \leftarrow\) length of \(\psi_{G A}\)
    Step 5: Calculate the reference distance,
        \(d_{\text {ref }}=\left[\left(x_{\text {dref }}-x_{\text {gref }}\right)^{2}+\left(y_{\text {dref }}-y_{g r e f}\right)^{2}\right]^{\frac{1}{2}}\)
    Step 6: for \(j=1,2, \ldots\), length of \(x_{d}\) do steps R1--R3
        R1: \(N_{s} \leftarrow(j-1) \times L L+1\)
        R2: \(N_{f} \leftarrow j \times L L\)
        R3: for \(k=1,2, \ldots\), length of \(x_{g}\) do steps i- -iii
            i. Declare a vector \(\psi_{\text {new }}\) of the same length of \(\psi\)
    and initialize with 0s
        ii. for \(e l=1,2, \ldots, N_{e l}\) do steps S1--S5
        S1. Compute \(W\) using Equation (9)
        S2. Assign \(m n \leftarrow(j-1) \times N_{e l}+e l\)
        S3. Compute
    \(d=\left[\left(x_{d e l}(m n)-x_{g}(k)\right)^{2}+\left(y_{d e l}(m n)-y_{g}(k)\right)^{2}\right]^{\frac{1}{2}}\)
```

        S4. Estimate \(\psi\) using Equation (19) for
    nonabsorbing medium
        S5. \(\psi_{\text {new }} \leftarrow \psi_{\text {new }}+W \times \psi\)
        iii. for \(u=N_{s}, \ldots, N_{f}\) do step a
        a. \(A(u, k) \leftarrow \psi_{\text {new }}\left(u+1-N_{s}\right)\)
    
### 3.4. Implementation of the TH and TV algorithms

The image formation was accomplished subsequently. The regularization toolbox was used for the TH scheme [36]. The total time for the singular value decomposition and image reconstruction was nearly 3 hours 30 minutes
for the point detectors. It took around 2 hours 30 minutes for the finite sensors in the same machine. The TVAL toolbox was utilized to implement Equation (13) for image creation. The numerical value of another penalty parameter $\beta$ was given as an input to the function TV3. Various values of $\beta$ were tried and the value providing the best-reconstructed image of a test source phantom was used in all simulations. The execution time for TV was $\approx 10$ minutes for point detectors, around 17 minutes for 6 mm detectors and 20 minutes for 12 mm transducers.

### 3.5. Analysis of the reconstructed images

The quantitative values of various image quality parameters were then computed using Equations (14)-(18). The computations of the ERN and PCC were trivial. The pixels belonging to the source and the background regions were counted first in the ground truth image and subsequently, $n_{r o i}=A_{\text {roi }} / A_{\text {total }}$ and $n_{\text {back }}=A_{\text {back }} / A_{\text {total }}$ were computed. The mean and the standard deviation of PA pressure were also estimated from these sets of pixels for the reconstructed image. After that, Equation (16) was evaluated to estimate the CNR for each reconstructed image. The 'roi' and 'back' regions contained 49 and 169 pixels, respectively (see orange and blue boxes, respectively in Figure 1b) and pressure values of these pixels were utilized to calculate the SNR of that 'roi' region of a reconstructed image. To estimate the SSIM of an image, we first fixed the scale (minimum and maximum pressure) and mapped the pressure values of both the images (ground truth and reconstructed) with respect to this scale. Then all the pressure values were normalized by the maximum pressure. Various pressure values of pixels varying from 0 (minimum pressure) to 1 (maximum pressure) were divided into 256 levels. This step was performed for both the images (ground truth and reconstructed). Thereafter, these images were given as the inputs into the ssim function of MATLAB and the numerical value of SSIM was obtained as the output.

## 4. Numerical results

### 4.1. PA signal estimation

Figure 2(a) shows that the PA signal $\left(\psi_{\mathrm{GA}}\right)$ simulated by the k-Wave toolbox for the corner pixel (source) and detected by a point sensor located at a distance $d_{r e f}=3.6 \mathrm{~cm}$ from the source (see Figure 1a). Figure 2(b) displays the PA signals generated by the k-Wave and Equation (19) when the source to detector distance is $d=6.4 \mathrm{~cm}$. The coupling medium is acoustically lossless. These two signals (for $\psi_{\mathrm{GB}}$ ) exhibit a perfect match. Similarly, $\psi_{\text {GA }}$ provided by the k-Wave toolbox for lossy


Figure 2. (a) PA signal generated by the $k$-Wave toolbox for an acoustically lossless medium and when source to detector distance is $d_{\text {ref }}=3.6 \mathrm{~cm}$. (b) Plots of the PA signals generated by the k -Wave toolbox and Equation (19) for the same medium but source to detector distance is $d=6.4 \mathrm{~cm}$. (c) Same as (a) but for an acoustically lossy and dispersive medium with $\alpha_{0}=0.75 \mathrm{~dB} \mathrm{MHz}^{-\gamma} \mathrm{cm}^{-1}$ and $\gamma=1.5$. (d) Same as (b) but for the lossy and dispersive medium and Equation (20) has been used to calculate $\psi_{\mathrm{GB}}$.
and dispersive medium with $\alpha_{0}=0.75 \mathrm{~dB} / \mathrm{MHz}^{\gamma} / \mathrm{cm}$ and $\gamma=1.5$ is plotted in Figure 2(c). In this case, $d_{\text {ref }}=$ 3.6 cm . The computed PA signals ( $\psi_{\mathrm{GB}}$ ) for the k -Wave and Equation (20) shown in Figure 2(d) look identical when the source and the detector are separated by $d=6.4 \mathrm{~cm}$. Figure 2 confirms that Equation (19) and Equation (20) can be used for estimating the PA signals during the system matrix formation.

### 4.2. Variation of pulse width

The reconstructed images for different pulse widths of the incident laser beam are shown in Figure 3. Each image is normalized with respect to its maximum pixel value. All the reconstruction algorithms discussed above have been utilized. The regularization parameter $\lambda$ used in the TH method is placed on the top of each image in the third column. The penalty parameters $\eta$ and $\beta$ for the TV scheme are provided on the top of the respective images. The width of the excitation pulse is 300 ns in the case of Figures 3(a-d). The line plots for these methods along the red line (as shown in Figure 1b) are given in Figure 3(e). The same line plot for the source image is also drawn in this figure for comparison.

Similarly, the reconstructed images and line plots for two other pulses (with widths 600 and 900 ns ) are included in Figures $3(\mathrm{f}-\mathrm{j})$ and Figures $3(\mathrm{k}-\mathrm{o})$, respectively. Figures $3(\mathrm{a}, \mathrm{f}$ and k$)$ clearly depict that blurring
enhances with the expansion of the excitation light pulse. This is true for Figures 3(b,g and l) as well. The BP and ITR schemes are not able to reproduce the structure of the vasculature faithfully. Uniform background noise is present in the BP images whereas it is less prominent in the ITR images at least at the boundaries. Figures $3(\mathrm{c}, \mathrm{h}, \mathrm{m}, \mathrm{d}, \mathrm{i}, \mathrm{n})$ demonstrate that the TH and TV provide a significantly better reconstruction of the initial pressure map in all cases. The TH images also have uniform background noise but it is comparatively less than the BP and ITR images. The TV performs far better than the other algorithms. The line plots for the BP and ITR methods (dash-dash and dot-dot lines, respectively) deviate greatly from the source line (black line) but those of the TH and TV techniques (red circle and green diamond, respectively) match well with the source line.

The numerical values of the parameters quantifying the performance of these algorithms are given in Table 1 (rows 4-8). The numerical value of ERN in general increases as the pulse width of the laser beam increases for the BP algorithm (second, sixth and tenth columns and fourth row of Table 1). This is obvious because blurring increases for broader laser pulses. The PCC decreases from 0.45 to -0.20 when the width of the laser pulse changes from 300 to 900 ns , respectively (see row 5, columns 2 and 10); CNR and SSIM also follow the same trend. Their values go down from 0.48 and 0.34


Figure 3. (a)-(d) Reconstructed images of the vasculature phantom for the $B P, I T R, T H$ and $T V$ algorithms, respectively, using ideal point detectors when 300 ns laser pulse is used to excite the tissue. Each image is normalized by its maximum pixel value. (e) The variation of normalized pressure for each image along the red line (as shown in Figure 1b). ( $f-j$ ) Same as (a-e) but for the 600 ns input laser pulse, respectively. ( $\mathrm{k}-\mathrm{o}$ ) Same as (a-e) but for the 900 ns incident laser pulse, respectively.

Table 1. Quantitative analysis of the performance of various reconstruction algorithms based upon some standard parameters in cases of the finite laser pulse (rows 1-8), finite bandwidth of detectors (rows 9-16) and for different attenuating media (rows 17-25). The unit of SNR is dB .

| Metric | Pulse width |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 300 ns |  |  |  | 600 ns |  |  |  | 900 ns |  |  |  |
|  | BP | ITR | TH | TV | BP | ITR | TH | TV | BP | ITR | TH | TV |
| ERN | 38.24 | 40.50 | 29.79 | 26.54 | 51.72 | 50.91 | 26.17 | 21.49 | 49.33 | 49.08 | 25.10 | 26.50 |
| PCC | 0.45 | 0.07 | 0.66 | 0.74 | -0.06 | -0.27 | 0.74 | 0.84 | -0.20 | -0.27 | 0.79 | 0.85 |
| SNR | 15.13 | 17.22 | 20.96 | 30.66 | 14.27 | 14.12 | 22.63 | 34.10 | 16.10 | 16.61 | 24.49 | 36.50 |
| CNR | 0.48 | 0.40 | 0.50 | 0.74 | 0.47 | -0.10 | 0.80 | 1.12 | -0.05 | -0.53 | 1.05 | 1.18 |
| SSIM | 0.34 | 0.47 | 0.52 | 0.85 | 0.17 | 0.44 | 0.58 | 0.88 | 0.27 | 0.47 | 0.63 | 0.87 |
| Bandwidth |  |  |  |  |  |  |  |  |  |  |  |  |
| Metric | 30\% |  |  |  | 50\% |  |  |  | 90\% |  |  |  |
|  | BP | ITR | TH | TV | BP | ITR | TH | TV | BP | ITR | TH | TV |
| ERN | 47.77 | 42.99 | 41.54 | 40.68 | 42.86 | 40.47 | 32.28 | 28.49 | 27.57 | 32.21 | 19.54 | 9.79 |
| PCC | 0.27 | 0.18 | 0.41 | 0.52 | 0.38 | 0.28 | 0.59 | 0.75 | 0.68 | 0.54 | 0.87 | 0.96 |
| SNR | 14.43 | 18.31 | 22.13 | 34.64 | 16.17 | 21.61 | 23.43 | 33.92 | 19.60 | 28.06 | 26.52 | 34.58 |
| CNR | 0.33 | 0.25 | 0.52 | 0.70 | 0.57 | 0.49 | 1.00 | 1.48 | 1.65 | 1.36 | 2.48 | 3.07 |
| SSIM | 0.34 | 0.62 | 0.49 | 0.76 | 0.37 | 0.64 | 0.60 | 0.87 | 0.44 | 0.68 | 0.60 | 0.91 |
|  | Absorption parameters |  |  |  |  |  |  |  |  |  |  |  |
|  | $\alpha_{0}=0.75 \mathrm{~dB} / \mathrm{MHz}^{\gamma} / \mathrm{cm}$ |  |  |  | $\alpha_{0}=5.75 \mathbf{d B} / \mathrm{MHz}^{\gamma} / \mathbf{c m}$ |  |  |  | $\alpha_{0}=3.75 \mathrm{~dB} / \mathrm{MHz}^{\gamma} / \mathrm{cm}$ |  |  |  |
|  | $\gamma=1.5$ |  |  |  | $\gamma=1.5$ |  |  |  | $\gamma=2.5$ |  |  |  |
| Metric | BP | ITR | TH | TV | BP | ITR | TH | TV | BP | ITR | TH | TV |
| ERN | 47.62 | 30.99 | 24.27 | 21.91 | 48.91 | 29.95 | 19.71 | 28.28 | 28.17 | 28.54 | 28.33 | 32.54 |
| PCC | 0.12 | 0.60 | 0.79 | 0.86 | -0.04 | 0.63 | 0.83 | 0.68 | 0.65 | 0.65 | 0.66 | 0.64 |
| SNR | 10.31 | 32.32 | 26.14 | 35.51 | 21.18 | 53.83 | 31.17 | 53.74 | 32.72 | 50.10 | 21.32 | 60.34 |
| CNR | 0.62 | 1.72 | 2.09 | 2.32 | -0.05 | 2.30 | 3.52 | 2.43 | 2.43 | 2.37 | 2.31 | 2.21 |
| SSIM | 0.17 | 0.72 | 0.62 | 0.90 | 0.50 | 0.74 | 0.63 | 0.75 | 0.68 | 0.75 | 0.30 | 0.74 |

to -0.05 and 0.27 , respectively (see rows 7 and 8 , columns 2 and 10). The SNR values exhibit negligible variation for the three cases. Similar observations can be made for the ITR scheme. The numerical values of these parameters, in general, suggest that the BP algorithm has a slight edge over the ITR scheme. The quantitative estimates for
the figures of merit for the TH and TV protocols exhibit small variation and remain on the higher side [e.g. PCC $=0.85, \mathrm{SNR}=36.50 \mathrm{~dB}$ and SSIM $=0.87$ for the TV scheme at 900 ns laser pulse (see column 13, rows 5, 6 and 8)] providing faithful reconstructed images independent of the pulse width of the input laser.


Figure 4. (a)-(d) Normalized reconstructed images of the vasculature phantom for the BP, ITR, TH and TV methods, respectively for ideal point detectors with $30 \%$ bandwidth. (e) Plots of normalized pressure of the reconstructed images and of the ground truth along a horizontal line (red line in Figure 1b). (f)-(j) and same as (a)-(e) but for detectors with $50 \%$ bandwidth, respectively. (k)-(o) Same as (a)-(e) but for sensors with $90 \%$ bandwidth, respectively.

### 4.3. Variation of bandwidth

The first row of Figure 4 displays the images of the vasculature phantom reconstructed by the four methods as stated above for $30 \%$ bandwidth of the detectors. The delta light pulse was used to excite the region of interest. The second and third rows represent the reconstructed images mapped from the PA signals captured by detectors with $50 \%$ and $90 \%$ bandwidths, respectively. Figures 4(e, $\mathrm{j}, \mathrm{o}$ ) are the line plots for these images along the same horizontal line as for Figure 3.

Prominent image blurring can be seen for $30 \%$ bandwidth in all the cases. In general, no method is able to reconstruct the ground truth faithfully. This is also evident from Figure 4(e). Image reconstruction improves for each method as the detection bandwidth increases. The pressure distribution inside the source is better mimicked in these cases (see Figures 4 j and o ) than that of Figure 4(e). Background noise appears in a similar manner as discussed in the previous case (Figure 3). As expected, the contrast in the images improves with increasing transducer bandwidth. The TH and TV techniques perform better than the BP and ITR methods at each level of bandwidth.

Table 1 (rows 12-16) presents the estimated values of the metrics. The numerical values of the metrics demonstrate expected changes as the bandwidth grows from $30 \%$ to $90 \%$ for the BP and ITR models. For example, ERN decreases from 47.77 to 27.57, PCC increases from 0.27 to 0.68 , SSIM varies from 0.34 to 0.44 for the BP technique (see columns 2 and 10 , rows 12,13 and 16), whereas ERN drops from 42.99 to 32.21 , PCC rises from 0.18 to 0.54 , SSIM changes from 0.62 to 0.68 for the

ITR formalism (see columns 3 and 11, rows 12, 13 and 16). The corresponding values for the TH framework always remain at the higher levels for each bandwidth condition showing that better image reconstruction is possible using this technique and those of the TV procedure attains the highest values establishing that it is the best image reconstruction technique [e.g. PCC $=0.96$, $\mathrm{CNR}=3.07$, $\mathrm{SSIM}=0.91$, etc. (see column 13 , rows 13, 15, 16)].

### 4.4. Variation of medium attenuation

The frequency-dependent acoustic attenuation (accompanied by dispersion) is another source of blurring in the reconstructed images. Three different cases have been analysed. The reconstructed images for the vasculature phantom obtained for the three settings of the attenuation parameters are arranged in the first, second and third rows, respectively in Figure 5. The line plots are presented in the fifth column. Figure 5(a) shows that the BP method fails to remove blurring. However, the other methods provide relatively less blurry images (see Figures $5 \mathrm{~b}-\mathrm{d}$ ). In fact, blurring decreases as we move from left to right. Figure 5(e) also exhibits the same trend. Contrast decreases and blurring increases as the acoustic attenuation increases (see rows 2 and 3). In other words, the heights of the amplitudes decrease and widths of the branches increase (see Figures 5 j and o ).

The quantitative comparison of the algorithms is given in Table 1 (rows 21-25). The computed values for the BP algorithm are shown in the second column (for the first attenuating medium) and they are in general in the


Figure 5. (a)-(d) Image reconstruction of the vasculature phantom by the $\mathrm{BP}, \mathrm{ITR}, \mathrm{TH}$ and TV algorithms, respectively for $\alpha_{0}=0.75$ $\mathrm{dB} / \mathrm{MHz}^{\gamma} / \mathrm{cm}, \gamma=1.5$ and for ideal point detectors. (e) Plots of normalized pressure along the red line (see Figure 1 b ) for the source and the reconstructed images. (f)-(j) Same as (a)-(e) but for $\alpha_{0}=3.75 \mathrm{~dB} / \mathrm{MHz}^{\gamma} / \mathrm{cm}, \gamma=1.5$, respectively. (k)-(o) Same as (a)-(e) but for $\alpha_{0}=5.75 \mathrm{~dB} / \mathrm{MHz}^{\gamma} / \mathrm{cm}, \gamma=2.5$, respectively.
lower side due to image blurring. The ITR method works better than the BP method in this case (third column). For example, the PCC and SSIM for the ITR method are about 5 and 4 times higher than those of the BP algorithm (rows 22 and 25, columns 2 and 3, Table 1). The numerical values for the ITR technique remain similar for the second and third media (columns 7 and 11, Table 1). The TV algorithm performs marginally better than the TH scheme. The numerical values of SNR and CNR have increased significantly because of noise-cleaning owing to attenuation (rows 23 and 24 ; columns 4 and 5, 8 and 9 , 12 and 13, Table 1).

### 4.5. Variation of sensor apodization

Reconstructed images with different Gaussian apodizations are portrayed in Figure 6 for the 6 mm transducers. As expected, blurring increases as the width of the Gaussian apodization increases (i.e. strong to weak apodization). It is clear from the BP images (see Figures 6a, f, k). Blurring as well as background noise levels are comparatively less in the images generated by the MBP algorithm (see Figure 6 b, g, l). In addition to blurring, tangential resolution degrades when we move radially outward from the centre of the reconstructed image. It is interesting


Figure 6. (a)-(d) Simulated images by the BP, ITR, TH and TV techniques, respectively for the vasculature phantom using finite-size detectors with $\sigma=0.6 \mathrm{~mm}$ and 6 mm as the diameter of each transducer. (e) Plot of the image profile along the red line (as drawn in Figure 1b) for each algorithm. (f)-(j) Same as (a)-(e) but for $\sigma=2.0 \mathrm{~mm}$, respectively. (k)-(o) Same as (a)-(e) but for $\sigma=5.0 \mathrm{~mm}$, respectively.


Figure 7. (a-d) Reconstructed images of the vasculature phantom for the BP, ITR, TH and TV protocols, respectively for finite-size detectors with $\sigma=0.6 \mathrm{~mm}$ and 12 mm as the diameter of each transducer. (e) The variation of normalized pressure along the red line (as drawn in Figure 1b) for the source and reconstructed images. ( $\mathrm{f}-\mathrm{j}$ ) Same as (a)-(e) but for $\sigma=2.0 \mathrm{~mm}$, respectively. ( $\mathrm{k}-\mathrm{o}$ ) Same as (a-e) but for $\sigma=5.0 \mathrm{~mm}$, respectively.

Table 2. Comparison of the performance metrics for the evaluation of the reconstruction techniques for different apodization conditions (rows 1-8 for 6 mm transducer and rows $9-16$ for 12 mm transducer). The unit of SNR is dB.

| Metric |  |  |  |  | Sensor diameter ( 6 mm ) |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\sigma=0.6 \mathrm{~mm}$ |  |  |  | $\sigma=2.0 \mathrm{~mm}$ |  |  |  | $\sigma=5.0 \mathrm{~mm}$ |  |  |  |
|  | BP | MBP | TH | TV | BP | MBP | TH | TV | BP | MBP | TH | TV |
| ERN | 36.11 | 31.31 | 26.07 | 24.38 | 36.38 | 28.34 | 24.70 | 20.03 | 36.32 | 28.53 | 25.08 | 21.22 |
| PCC | 0.53 | 0.62 | 0.76 | 0.84 | 0.50 | 0.65 | 0.78 | 0.88 | 0.49 | 0.64 | 0.77 | 0.88 |
| SNR | 15.00 | 20.25 | 21.89 | 42.74 | 18.59 | 26.40 | 20.77 | 55.59 | 19.21 | 24.92 | 21.38 | 53.45 |
| CNR | 1.04 | 1.27 | 1.73 | 1.91 | 1.03 | 1.40 | 1.87 | 2.28 | 1.00 | 1.38 | 1.83 | 2.26 |
| SSIM | 0.41 | 0.56 | 0.57 | 0.91 | 0.45 | 0.81 | 0.56 | 0.93 | 0.46 | 0.79 | 0.55 | 0.93 |
|  | Sensor diameter ( 12 mm ) |  |  |  |  |  |  |  |  |  |  |  |
|  | $\sigma=0.6 \mathrm{~mm}$ |  |  |  | $\sigma=2.0 \mathrm{~mm}$ |  |  |  | $\sigma=5.0 \mathrm{~mm}$ |  |  |  |
| Metric | BP | MBP | TH | TV | BP | MBP | TH | TV | BP | MBP | TH | TV |
| ERN | 36.00 | 31.29 | 25.04 | 21.26 | 35.11 | 27.70 | 23.60 | 18.58 | 35.79 | 27.11 | 24.14 | 20.37 |
| PCC | 0.53 | 0.62 | 0.77 | 0.87 | 0.48 | 0.66 | 0.79 | 0.90 | 0.44 | 0.68 | 0.78 | 0.88 |
| SNR | 15.15 | 20.36 | 23.33 | 41.34 | 19.07 | 36.49 | 19.51 | 52.65 | 19.27 | 29.16 | 21.87 | 50.29 |
| CNR | 1.04 | 1.27 | 1.80 | 2.16 | 1.01 | 1.49 | 2.02 | 2.51 | 0.95 | 1.59 | 1.97 | 2.29 |
| SSIM | 0.42 | 0.56 | 0.58 | 0.92 | 0.49 | 0.85 | 0.58 | 0.93 | 0.48 | 0.82 | 0.59 | 0.93 |

to note that blur-free image reconstruction is possible using the TH and TV protocols. The TV images are even better (with respect to contrast) than those of the TH method. This is consistent with Figures 6(e, j, o). The same images for the 12 mm transducers are given in Figure 7.

Table 2 (rows 4-8) presents a quantitative comparison of the performance of the reconstruction algorithms for the 6 mm transducers. The corresponding numerical values of the figures of merit are included in Table 2 (rows 12-16) for the 12 mm transducers. The image quality degrades (PCC decreases from 0.53 to 0.49 ) as the $\sigma$ increases from 0.6 to 5 mm in the case of the BP technique (see row 5, columns 2 and 10, Table 2). Other parameters exhibit small fluctuations. MBP works always better than
the conventional BP protocol for all apodization conditions. For instance, CNR and SSIM can be found to be approximately $38 \%$ and $71 \%$ higher for the MBP technique compared to the BP approach in the case of $\sigma=$ 5.0 mm (see rows 7 and 8 , columns 10 and 11, Table 2). The numerical values for the TH and TV procedures do not differ significantly, though the apodization parameter alters. PCC, CNR and SSIM can be seen to be more than $0.75,1.70$, and 0.5 , respectively for the TH scheme for all cases (see rows 5,7 , and 8 and columns 4,8 , and 12 , Table 2). Those values for the TV method are $0.80,1.90$, and 0.9 , respectively (see rows 5,7 , and 8 and columns 5 , 9 , and 13 , Table 2). The numerical values of the metrics appear almost identical for the 12 mm transducer with respect to the 6 mm sensor (rows 12-16, Table 2).

## 5. Discussion and conclusion

In this work, we presented a robust method for deblurring the PAT images. A blood vessel network was utilized as a gray scale source image (absorption coefficient/initial pressure was $\neq 0$ for the black regions and 0 for the white background). The image reconstruction was performed using the BP, ITR, TH and TV techniques when point detectors were used to record the PA signals. In the case of finite size apodized transducers, MBP instead of ITR was used along with the other reconstruction algorithms. All the simulations were performed using the k -Wave toolbox in the MATLAB environment. The additional packages like the regularization toolbox and TV toolbox were also integrated with the MATLAB to carry out the reconstructions for the TH and TV techniques, respectively.

Effects of four factors (inducing blurring) typically present in a PAT system were investigated. As stated earlier, these factors were (i) finite width of the incident laser pulse, (ii) finite bandwidth of the detectors, (iii) acoustically absorbing and dispersive coupling medium through which PA waves propagate and (iv) transducers with finite-size apertures with Gaussian sensitivity profile. Only a single factor was studied at a time. We systematically examined how the reconstructed images, created by the reconstruction algorithms, would appear in presence of each factor. After that, we evaluated whether a reconstruction procedure could rectify the limitation/limitations of the imaging system and facilitate distortion-free output image.

The BP techniques essentially assume that the detectors are the ideal point detectors and subsequently, implement the delay and sum algorithm. Hence, it does not have any internal mechanism to correct the distortions induced by the imaging system. The same is also true for the ITR algorithm. Therefore, it is expected that these algorithms cannot overcome the limitation/limitations of the imaging system while performing the image reconstruction. In the case of model matrix approaches considered in this study, the model matrix was built by loading the PA signals emitted by each grid point and recorded at each detector location. Therefore, the factor/factors responsible for image blurring was/were included within the model matrix. After that, the image reconstruction was accomplished through model matrix inversion. The model matrix inversion can be thought of as a deconvolution operation. It can be speculated that the systemdependent parameters are cancelled out during this procedure and thus blur-free reconstructed images can be obtained.

It may be emphasized here that this approach can easily be implemented in practice by constructing the $A$
matrix using the PA signal emitted by a point source (e.g. black lead) and detected by the transducer which will be used for scanning. This will serve as the reference signal. Thereafter, Equation (19) or Equation (20) can be utilized to estimate the PA signals for different grid points and at different detector positions. This approach may fail to provide faithful image reconstruction for acoustically inhomogeneous imaging regions (i.e. when the speed of sound is different at different spatial locations). Moreover, in the future, it would be interesting to conduct a similar study with a numerical phantom containing many gray levels, which may help to develop further insights into the problem.

In this work, for the first time as far as we know, the system matrix was constructed for transducers with apertures of finite size and nonuniform sensitivity profile. This was possible because a finite sensor (a line segment in the case of two dimensions) was modelled as a collection of discrete points. The PA signals recorded by those points were summed up, with Gaussian weights to incorporate the apodization effect, to obtain the resultant signal captured by that transducer. The Gaussian apodization is often used in ultrasonic imaging to suppress the artefacts arising from the sidelobes and this issue has been extensively studied in ultrasonic imaging [40]. The system matrix was constructed utilizing such signals. Nevertheless, these point sensors were considered omnidirectional and thus the effect of directivity of finite transducers was not incorporated in this work.

In conclusion, a method involving the system matrix approach is discussed to provide a blur-free PAT imaging. The robustness of the method is established through numerical simulations. Future work will include experimental verification of the proposed method.
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