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Attempt all the questions. Numbers indicated on the right in [ ] are full marks of that particular
problem. There is no credit for a solution if the appropriate work is not shown, even if the answer
is correct. Notations are standard. Do not write on question paper and cover pages except the
your detail. This question paper has three pages.

1. Provide a short proof or answer of the following.

(a) Let A, B ∈ F and P (A) = 0. Then P (Ac ∪B) = 1. [2]

(b) Let A and B be two events such that P (A) = p1 > 0, P (B) = p2 > 0 and p1 + p2 > 1.

Show that P (B|A) ≥ 1− 1− p2
p1

. [2]

(c) Let X be a random variable such that E(X) = 3 and E(X2) = 13, then determine a lower
bound for P (−2 < X < 8)? [4]

(d) If MX(t) = ect for t ∈ R, where c is a constant. Find the variance of X? [2]

2. Let Ω = {0, 1, 2, . . .} and F = P(Ω), the power set of Ω. Define P : F → R by

P (A) =
∑
x∈A

p(1− p)x, for 0 < p < 1.

Prove that P is a probability function on (Ω,F). [4]

3. Let X be a random variable having a binomial distribution with probability of success p ∈ (0, 1).
Find the moment generating function of X. Mention its’ domain explicitly. [3]

4. Let X be a discrete random variable with probability mass function

fX(x) =

{
1
3(23)x if x ∈ {0, 1, 2, . . .}
0 otherwise.

Let Y =
X

X + 1
then show that Y is discrete random variable and hence find the probability

mass function of Y . [5]

5. Let X be a random variable with probability density function

fX(x) =

{
θe−θx if x ≥ 0

0 otherwise.

where θ > 0. Find the probability density function of Y = (X − 1
θ )2. [7]



6. Let (X,Y) be a random vector with joint probability density function

f(x, y) =

{
x2 + xy

3 , 0 < x < 1, 0 < y < 1

0 otherwise.

Find all moments of order 2. Also find the correlation coefficient between X and Y . [7]

7. Let X = (X1, X2) be a random vector with joint probability density function

fX(x1, x2) =

{
1+x1x2

4 , |x1| < 1, |x2| < 1

0 otherwise.

Are X1 and X2 independent? [5]

8. Let X = (X1, X2) be a random vector with probability density function

fX(x1, x2) =


1
2e
−x1 if 0 < x2 < x1 <∞

1
2e
−x2 if 0 < x1 < x2 <∞

0 otherwise.

Find the joint probability density function of Y1 = X1 +X2 and Y2 =
X2

X1 +X2
using transfor-

mation technique. [7]

9. Let X1, X2, · · · , Xk be k (fixed positive integer) absolutely continuous random variables with
probability density functions f1(·), f2(·), . . . , fk(·). Let ci ≥ 0, i = 1, 2, . . . , k, be real constant
such that

∑k
i=1 ci = 1.

(a) Show that

f(x) =
k∑
i=1

cifi(x)

is a probability density function of a random variable. [2]

(b) Let X be the absolutely continuous random variable with probability density function f(·)
as given in part (a). Show that

µ =
k∑
i=1

ciµi,

where µ = E(X) and µi = E(Xi), i = 1, 2, . . . , k, provided all the expectations involved
exists. [2]

10. Let (Ω, F , P ) be a probability space and A, B ∈ F . Define X and Y so that

X(ω) = IA(ω), Y (ω) = IB(ω) ∀ ω ∈ Ω.

(a) Show that (X, Y ) is a discrete type random vector. [5]

(b) Using part (a), show that X and Y are independent if and only if A and B are independent.
[6]

11. A bus and a passenger arrive on a bus-stop at uniformly distributed time over the time interval
0 to 1 hour. Assume that the arrival times of the bus and passenger are independent of one
another. The passenger will wait up to 15 minutes for the bus to arrive. What is the probability
that the passenger will take the bus? [7]
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12. You enter a special kind of chess tournament, in which you play one game with each of three
opponents, but you get to choose the order in which you play your opponents, knowing the
probability of a win against each. You win the tournament if you win two games in a row, and
you want to maximize the probability of winning. Show that it is optimal to play the weakest
opponent second, and that the order of playing the other two opponents does not matter? [10]

Some Useful Results
The PMF/PDF are mentioned only for respective support

Distribution PMF/PDF

Binomial(n, p)
(
n
x

)
px(1− p)n−x, x = 0, 1, . . . , n

Continuous Uniform (a, b) 1/(b− a), x ∈ (a, b)
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